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Description :

“The world is changing” according to Michel Serres in his book “Petite Poucette”
(March 2012) and in his detailed speech at the French Academy (November 2017), he
argues by: “It should then draw the consequences of this change of the space that affects the
human species with the emergence of the “new technologies” of information and
communication - in particular by trying to establish a new balance between the material
element and the intangible element. “ Historically for Humanity, two major
inventions that have profoundly changed the knowledge organization (KO) while
associating culture and the transmission of knowledge: it is about writing (around the
fourth millennium BC), then printing (in the fifteenth century by the invention of
Johannes Gutenberg). Today, with digital technology, it is a major new invention that
is imposing and having profound repercussions on the knowledge organization




system (KOS) and its transmission of knowledge, on teaching and pedagogy, and on
society and its world economy oriented towards the intangible.

At the dawn of the twenty-first century, we are witnessing the emergence of a young
science called “digital sciences” to designate the information and communication
sciences on their hardware and software components. The digital sciences
revolutionize knowledge in relation to its technological means, as well as social links
(or humanity) with its relationship to knowledge and its organization.

To the changes brought about by digital sciences, society as a whole must adapt and
consider skills that reinvent tomorrow’s social relationships and its relation to
knowledge: what we call the dynamic and interactive Web (web2.0 and web3.0), the
Social networks that allow the creation of educational, professional and societal
communities, the Collective Production of Knowledge and its relation to the collective
intelligence, the risks of the Proliferation of the information and its consequences like
the misinformation, the “fake news” or invasion of privacy. All of these changes have
a potential and profound impact on education, culture, society and knowledge
organization systems (KOS).

Faced with the advent of the digital sciences, the governance of knowledge seems to
be the scientific policy best suited to the creation of value with regard to Man and his
evolution in cultures and civilizations. The task of this governance is to take into
consideration the transmission of knowledge related to scientific, technological and
communication progress. Intrinsically, this process of knowledge transfer requires a
system of knowledge organization and management that implements the production
of knowledge, its actors and the digital sciences for its influence in society.

The objective of the ISKO-Maghreb chapter continues to contribute to understanding
the factors that organize knowledge and the phenomena that affect the information
society. The actions to be undertaken by the scholarly society ISKO will have to take
into account socio-cultural, cognitive and economic aspects in the strategic
management of knowledge. Towards the knowledge society, knowledge must be seen
in its dynamics, content and scientific and technological interactions with academics,
business and politics (actors and institutions).

In this context, a first orientation is pedagogical to try to answer the question “what
do we know about knowledge, its organization and its mutation?” . Then, the question
evolves towards the societal challenges of knowledge, in theory and in practice, to
provide clarifications to “what convergence of KO (Knowledge Organization) and KM
(Knowledge Management) approaches that organize knowledge and know-how? “.
Education, Digital Sciences, Culture, Information and Communication Sciences,
remain the major themes covered by ISKO-Maghreb, for the establishment of
knowledge organization, management skills, collective intelligence and Digital
Humanities.



In a friendly, warm and open to exchange, the ISKO-Maghreb learned society was
designed to strengthen the “ISKO International” Scholarship Foundation with
academics, practitioners both in the Maghreb countries and in the world.
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Social networking application, visual
communication system for the protection of
personal information

Marilou Kordahi

Abstract— We contribute to the field of Information Systems by attempting to develop a first innovative social networking
application, the “SignaComm”. The SignaComm's objective is to enable multilingual communication between users worldwide
for the protection of personal data on the Web. We design this application while relying on the theory of patterns as well as the
principles of ontologies and signage system. The theory of patterns presents good practices for creating a model, which
describes the characteristics of a generic solution to a specific problem. It permits the reuse and remodelling of patterns to
serve as resources for software development and problem solving. Ontologies describe a structured set of concepts and objects
by giving a meaning to an information system in a specific area, and allow the construction of relationships between these
concepts and objects. The signage system is a visual communication system with an international vocation where, the
“signagram” is the writing unit. When creating the SignaComm we use an automatic translation software of key-phrases into
signagrams. The social networking application is written with the PHP and Javascript programming languages and then tested
technically. We hope that users from any culture, social environment or with disabilities could use it.

Index Terms— Communications applications, picture/image generation, information resource management, information

systems, social networking

n this paper, we contribute to the field of Information

Systems by analysing the connections between Social

Networking Sites (SNS) and artificial communication
systems (e.g., visual communication systems). Several Web
applications, namely Social Networking Sites and virtual
communities, are currently using artificial  visual
communication systems to facilitate interactions and knowledge
exchange between different users and members worldwide.
This may be justified by the emergence of global social
developments [1] as well as an available international audience.
For example, one can notice the presence of visual
communication systems in the Web applications' user-interface
and dictionary of emoticons [2].

In the following paragraphs we will introduce the SNS as well
as artificial communication systems.

Social Networking Sites: An SNS is an online information
system for building social relationships between individuals (or
organisations) sharing interests, activities, contacts in real life
[41, [5], [6], [7], [8], [9]. The growth of these social ties (strong
or weak ties) can only take place if these individuals (or
organisations) have become members of the SNS [8], [10]. The
information exchange may be done through instant messaging,
emailing, voice recording, posting.

In this paper, we will attempt to design the “SignaComm”, a
first SNS with an internationally oriented communication
system for the protection of personal data on the Web. The
SignaComm will be informative [8], [11]. It will execute two
functions dynamically and in real time. Firstly, it will translate
the member's input text into “signagrams” and deliver the result
to another member. Secondly, it will display the history of
instant messages in the chat room page. Our SNS would be
used to deliver information to be understood and used quickly
by its members. We hope that users from any culture, social
environment or with disabilities could use it. The protection of
personal data is defined by laws and regulations prohibiting the
processing, storage or sharing of certain types of information
about individuals without their knowledge and consent (e.g.,
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analysing user's behaviour on a Website) [12].

Artificial communication systems: A number of artificial
communication systems have been developed to improve the
management of information, regardless of a specific natural
language (e.g., Universal Playground, Istotype) [13], [14], [15].
We have been interested in the signage system, an artificial
visual communication system with an international vocation
where, the “signagram” is the writing unit [16]. The
signagram's type is figurative as it is created from a direct
representation of the object that evokes the object or situation to
be represented [17]. Each signagram is made of an “external
shape” (including the contours) and an “internal shape” [16]
(Fig. 1).

The signage system and the signagram (the signage's unit)
[16] will be integrated in our SNS, the SignaComm, to enable
internationally oriented communication.

This paper's goal is to present the preliminary results of
work in progress on the creation of the “SignaComm”. This
SNS would support multilingual communication between users
worldwide for the protection of personal data on the Web.

We design the SignaComm while relying on a theory and
two principles: the theory of patterns [18], [19], [20], [21], as
well as the principles of ontologies [22], [23], [24] and signage
system [16]. At the core of Alexander's theory, a pattern
describes the characteristics of a generic solution to a specific
problem (e.g., the communication in real time between users
worldwide). The theory of patterns permits the reuse and
remodelling of patterns to serve as resources for software
development and problem solving. According to Alexander [18,
p. 313], “each pattern sits at the centre of a network of
connections which connect it to certain other patterns that help
to complete it”. The network of these relationships between
small and large patterns creates the pattern. The ontology
describes a structured set of concepts and objects by giving a
meaning to an information system in a specific area (e.g., the
user profile), and allows the construction of relationships
between these concepts and objects [22], [23], [24].
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The SignaComm could be implemented in the structure of a
company's or public organisation’s information system. Many
fields may be interested in this SNS, for example, the
cybersecurity, serious games, online learning. In our case, we
are interested in the field of administrative authorities, namely
the National Commission for Informatics and Liberty (in
French, Commission nationale de l'informatique et des libertés
(CNIL)) [25]. The CNIL is responsible for monitoring the data
protection of professionals and individuals. We will explain the
approach followed to develop the SignaComm for the
protection of personal data when there may be a breach of
privacy rights (e.g., the email advertising).

Our work consists of six sections. In section 2, we will
present previously published works. In section 3, we will
explain the SNS' characteristics and then design its pattern. In
section 4, we will design the pattern for the automatic
translation of text phrases into signagrams for the protection of
personal data. In section 5, we will develop and test the
prototype application that executes the SignaComm and
communicates in visual messages, using the signage system and
translation software of key-phrases into signagrams. In section
6, we will discuss the overall approach and finally conclude our
work.

2 RELATED WORKS

To our best knowledge, research projects addressing both
topics, the SNS for multilingual communication and the
protection of personal data, are limited. However, research
projects are conducted on SNS combined with instant
messaging and translation and, automatic translation of text
phrases into signagrams. We will use our studies over these
related works to fine-tune this research project and create the
SignaComm.

In their published works, Yang and Lin [26] and Seme [27]
have respectively developed a system and patent to
automatically translate and send instant messages between
members who communicate in different languages. Members,
engaged in a session of instant messages, could send a message
in a source language that could be translated automatically and
received in a target language. The translation process has
followed the Natural Language Processing (NLP) approach.

We have published works regarding a social networking site
for crisis communication [28]. The objectives have been to
translate in real time a sequence of syntagms into a series of
signagrams, and to facilitate communication between members
around the world. This SNS has translated automatically a
source text into a target text (e.g., a message from the French
language to the signage system) and has displayed the results in
the SNS. The SNS has been based on the principles of the
signage system, modular architecture and ontologies.

We have designed a software to automatically translate an
input text into a sequence of signagrams [29]. We have relied
on the semantic transfer method [30] with the linguistic rules
and dictionaries for the source language and target
communication system. The input has been the source text and
has been written in the user's preferred language. The output
has been the target text and has been written in the visual
communication system, signage.

We rely on our works [16], [31] to show an example of
signagram representing the syntagm identify partners and data
recipient [25] (Fig. 1).

Ca®
-

(c) (a) External shape
(white triangle and red outline)
E.g., "verb": identify
(b) Internal shape
E.g., “common nouns”:
partners and data recipicient
(c) Signagram
E.g., syntagm: identify partners
and data recipicient

Fig. 1. Example of signagram.

3 PATTERN FOR THE SIGNACOMM, FIRST APPROACH

We rely on the writings of Alexander [21] to create a pattern for
the SignaComm [18]. This pattern is a first approach. The
section consists of two main paragraphs, the descriptions of the
SNS' context and design.

3.1 Description of the SignaComm's context

In general terms, the SNS interface follows the universal design
principles of simplicity, flexibility and accessibility of use [32].
In addition, an SNS interface is graphical and contextual [33],
[34]. Its graphical nature is based on a template that meets
already defined and precise rules to ensure homogeneous and
uniform results. These rules are the following: a simple and
figurative content, uniqueness of graphical representations and
uniqueness of colour contents [16], [28]. As for the dictionary
of emoticons, it contains emotion symbols that are used
worldwide.

So far, we haven't found published works regarding the
standardisation of visual communication systems for SNS. A
number of companies have developed their own communication
system to integrate it into the SNS interface (e.g., Graphical
User Interface (GUI) of WhatsApp) and the new technology
tools (e.g., GUI of Apple iPhone). The company's (or
organisation’s) aim may be to intuitively guide users in their
actions in entirely different and various contexts [33]. Each
company (or organisation) chooses to adapt the charter of its
visual communication system and its corresponding tools (e.g.,
SNS and new applications) according to the targeted countries.
This adaptation approach may include the countries' laws,
cultures, customs and traditions. Social media applications
(GUI and emoticon dictionaries included) are essentially altered
for two reasons. Firstly, to be compatible with international
standards and regulations defined by every country government.
And secondly, to meet the universal design principles
depending on users' cultures.

To fulfil its objective, the SignaComm for the protection of
personal data should utilise the signage system [16] as well as
the graphical and contextual interface [33], [34]. The latter
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should be meeting the universal design principles [32]. We have
chosen both criteria to ensure the SignaComm's perception and
spontaneous understanding worldwide. Furthermore, the
SignaComm's development is in relation to three main
concepts: the signage system [16], the SNS new technology
tools [7] and user's adaptation. This interrelation makes the
SignaComm dependent on these social, technical and human
environments. For now, we will not include the emotional
aspect as this SNS is an informative one.

3.2 Description of the SignaComm's pattern

The pattern for the SignaComm holds a network of connections
between large and small patterns. In this work, we will present
twelve large and two small patterns (in total 14 patterns) [19],

3
[21]. The description is divided into several stages. A diagram
will follow the explanations (Fig. 2).

We start with pattern 1 (Larger environments) that refers to
many environments influencing the growth of SNS, such as
information and communication technologies as well as social
environments [6], [7].

Pattern 2 (Virtual communities environment) is contained
inside pattern 1. Pattern 2 holds pattern 10 (SignaComm
community) [6], [7].

Pattern 10 contains and describes the SignaComm
functionalities  (pattern ~ 11),  information  technology
administration (IT administration) (pattern 40) and interface
(pattern 100) [3], [8].

Larger environments (1)

Virtual communities environment (2)
SignaComm community (10)

I'T administration (40)

Maintaining Managing
security 3MS functions
Interface (100)
. M aintaining Analysis of
Universal ; ;
design models Pages (101) database infarmation
Modifying Managing
SMNE requests
SignaComm functionalities (11)
: Automatic Natural
Signage (23) translation (22) language (24)
Models Models Models

User profile (20)

Specifications Login

Members list (21)

Bidirectional
relationships

Privacy (31)

Models

Dictionary (25)

D ata.b ase
signagrams

Database
lexical resource

Boundaries of functionalities (12)

Ontology (26)

Concepts
relations

Activities (30)

Display Instant
geolocation messaging

Metwork of links and ties (50}

Fig. 2. Diagram for the SignaComm pattern.
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Pattern 11 has various functionalities, listed as follow: the
automatic translation of syntagms into signagrams (pattern 22),
signage and signagrams models (pattern 23), natural languages
and linguistic rules (pattern 24), dictionary (pattern 25),
ontology (pattern 26), user profile characteristics and members'
list (patterns 20 and 21), activities (pattern 30), privacy (pattern
31) [3], [8], [16], [30]. Every functionality has its own
programming functions.

The SignaComm community (pattern 10) requires that all
functionalities (pattern 11) execute their tasks to ensure the
smooth running of the SNS. Pattern 12 (Boundaries of
SignaComm's funtionalities) establishes boundaries to each
functionality allowing it to perform its assigned tasks. It avoids
the overlap with other functionalities.

Pattern 20 relates to user's profile characteristics [35], [36].
The SignaComm community encourages the diversity of
members in order to enrich its growth [3]. Therefore, the
growth of the SNS depends on a well balanced and represented
community of members. This community would be able to
support the interactions (pattern 30) between its members. For
example, the interactions would help a member to solve a
situation [3].

Pattern 20 has links with pattern 21 (Members list). The
latter pattern specifies the SignaComm target audience (e.g., the
bidirectional relationships) [37]. Members would belong to
different cultures and social classes as well as different age
groups [3].

Pattern 22 (Automatic translation) is a central functionality
as it facilitates the communication between SignaComm
members (pattern 21). Pattern 22 relies on the signage and
signagrams, natural languages and linguistic rules, ontology as
well as dictionary to translate members' requests (pattern 30).

Pattern 30 (Activities) is mostly linked to patterns 20, 21, 22
and 31 to create nodes of activities thus allowing members or
groups to engage in various ways [7]. These activities may
include invitations to join the SignaComm, instant messaging.
Here, members have the opportunity to make acquaintances and
connections, as well as to chat with members and groups of
their choice [7]. Depending on the proximity of members, some
ties are strong while others are weak [8], [10].

Pattern 31 (Privacy) is mainly for patterns 2, 20, 21, 22, 30
and 40. This pattern allows every member to set her/ his data
sharing options with the IT administration, members and SNS
environment [9], [12], [35], [36], [37], [38]. We provide the
following example: a member chooses not to publicly display
her/ his profile and then, not to share her/ his geographical
position with the SignaComm and its environment. The
SignaComm community (pattern 10) must respect the member's
choice [12].

Pattern 40 (IT administration) is connected to both patterns
11 (SignaComm functionalities) and 100 (Interface). To make
the interface and functionalities real, it is necessary to set up an
IT administration. The latter manages the database and security,
modifies the SNS, analyses the generated information and
answers to members' requests.

Pattern 50 (Network of links and ties) creates and manages
the network of relationships between all the patterns [7], [8]. It
allows the information to circulate instantly and correctly in the
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SignaComm community.

Pattern 100 (Interface) gives an overview of the SignaComm
interface, with an emphasis on the space of exchange between
SignaComm members. The SNS' functionalities and IT
administration contribute to its design [33], [34]. It includes the
universal design principles [33].

Pattern 101 (Pages) is the continuation of pattern 100. The
SignaComm is created with a reduced number of pages, such as
the registration, members and chat room pages. This design is
followed to quickly access information, provide flexibility in
use and initiate intuitive interactions [32].

Fig. 2 shows an overall view of the SignaComm's pattern. It
includes the fourteen patterns. We show the main links between
the patterns to simplify the diagram's representation.

4 FROM TEXT PHRASES TO SIGNAGRAMS FOR THE
PROTECTION OF PERSONAL DATA, FIRST
APPROACH

Once we have designed the SignaComm pattern, we start
developing pattern 22 (Automatic translation). As a reminder,
the latter is a central functionality to achieve the SignaComm's
objective. We rely on Emele et al. works and ours [16], [28],
[29], [30] to accomplish this task. We will explain the
methodology of work for developing both, the software and
dictionary for the protection of personal data.

4.1 Automatic translation

We analyse the situation where a SignaComm member uses the
application to translate in real time a sequence of syntagms (or
text phrases) into a series of signagrams, and to engage in an
informative conversation with a member or group of members.
We present information to be quickly understood by members,
to prevent some manipulation of personal data without their
knowledge or permission and regardless of the computing
device used [12], [25] (e.g., the portability of data).

While developing this machine translation prototype, we
face a main difficulty, namely the non-figurative legal corpus.
The suggested solutions are, on the one hand, to segment and
analyse a thematic text and, on the other hand, to only translate
the syntagms related to the case [29].

Here, for this machine translation, the expressions' exactness
is necessary to be able to break down their relations with other
encompassing units [29]. This would help by decreasing
blunders and uncleanness in the translation process [39], [40].
Consequently, we utilise the National Commission for
Informatics and Liberty portal's thematic text that presents
reliable and relevant information [25].

Our model is composed of the ontology for the protection of
personal data [41], [42], the construction of a dictionary of
signagrams also related to the protection of personal data [43],
[44] and the adaptation of the function translating text phrases
into signagrams [28], [29], [30], [31].

We are particularly interested in the works of Palmirani et al.
[41], [42] as their ontology is based on the application of the
General Data Protection Regulation. The accuracy, flexibility
and reliability of this ontology are well in line with our work
objective. Therefore, it is appropriate to integrate it in the
project.
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Fig. 3. Example of a machine translation result.

4.2 Dictionary of signagrams for the protection of
personal data

To our knowledge, published works related to the dictionary of
signagrams for the protection of personal data are limited. We
rely on the works of Kordahi [45] and Takasaki [46] to design
and develop this first dictionary, which is specialised. It
provides information on signagrams to improve their
understanding by any user.

The dictionary's design is based on the correspondence of
vector signagrams to homologous semantic-based concepts
[45], [46]. We program a mapping between two resources. The
first semiotic graphical resource contains signagrams' external
shapes (including the contours) and internal shapes [16]. The
external and internal shapes, coming from that graphical
resource, are stored in the dictionary. The second resource is a
semantic lexical one (e.g., the WordNet [47]). The latter
contains the concepts with their definitions and synonyms in
English. The words, definitions and synonyms, coming from
that lexical resource, are contained inside the dictionary.

We create fifty signagrams based on the works of Holtz et al.
and the United Nations Economic Commission for Europe [43],
[44], as well as the "Fotolia" international image bank [48]. The
latter holds a large collection of images and symbols used
globally. The signagrams' colours and shapes follow the
international charter roads signs [44]. Fig 3 shows an example
of automatic translation of text phrases into signagrams.

5. SIGNACOMM'S FIRST TECHNICAL TEST IN THE
SPECIFIC SITUATION

For now, we have designed and programmed a prototype of the
SNS. It is implemented in the Elgg platform and hosted on local
and private servers.

The SignaComm is written with the PHP and Javascript
programming languages to enable queries to be performed from
a Web page. The interface is made up of a set of HTML Web
pages. In this section, we choose to explain the four main
patterns that are dynamically connected (section 3) [18], [19],
[20], [21]. These patterns are the following: the interface

000~

(patterns 100 and 101), user profile (patterns 20 and 21),
automatic translation of syntagms into signagrams (patterns 22
to 25) [28], [29], [45] and activities (pattern 30) [27].

5.1 SignaComm's interface pattern
The SignaComm's interface is used to display two sorts of
information: the resulting information from an exchange
between SNS members as well as interactions between the SNS
system and its members. We provide the following examples,
which include sending and receiving instant messages,
displaying automatic translation of written texts into a sequence
of signagrams, viewing a member's profile (section 3, Fig. 2).
The graphical user-interface consists of a main interface and
secondary one. The main interface is used to display the Web
pages' content. The secondary interface is the navigation bar. It
enables the browsing between the various pages (Fig. 4).

5.2 SignaComm's user profile pattern

The user profile pattern performs three essential tasks. These
are the registration of a user, invitation of a user and
geolocation of members (section 3, Fig. 2). The first task allows
a user to register and login to the SignaComm, which are a
condition to use this SNS. The registration is done by
submitting a user-name and password as well as some of the
information regarding the user (e.g., choosing to share her/ his
information [36], [37] and geographical position with the SNS)
(Fig. 4). The login is done by submitting the member's user-
name and previously saved password. The second function
allows a SignaComm member to invite another user by sending
an electronic invitation (e.g., instant message) while using the
other patterns (e.g., pattern 21). This pattern 20 is connected to
a geolocation process to allow performing the third task. The
latter task automatically suggests a language of conversation
[27].

This pattern comprises an application page and a PHP
function. The HTML application page collects the user's
registration information, including the name, physical address,
email and address. The collected information is sent to the PHP
function.
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Fig. 4. Example of the chat room page.

5.3 Pattern of automatic translation

We rely on our works developed in sections 3 and 4 to
implement the machine translation in the SignaComm structure.

Once implemented in the SignaComm, the translation
pattern runs three consecutive tasks that are stored in this SN'S
database. The chat room page (written in HTML format) can
receive the member's input text. A first request transmits the
input text to be automatically translated into vector signagrams.
A second request displays the machine translation result in the
same HTML page. And a third request waits for the member's
action to send the translated message to the activities pattern, or
to reset the automatic translation process [28] (Fig. 4).

FOow

5.4. Pattern of activities

The pattern of activities performs two simultaneous and
programmed tasks that are saved in the SignaComm. Chat
histories are saved in the database's tables (section 3, Fig. 2).
Through the server, the translation pattern receives requests
from a member in the form of packets compliant with a
common Internet protocol (e.g., the HyperText Transfer
Protocol (HTTP) POST packets). These packets contain the
translated information (the message is translated before
delivery) [27]. The second task displays instant messaging
exchange between members in the chat room page [27] (Fig. 4).

Fig. 4 shows an example of the SignaComm and the
translation results. In this paper, the reported digital identities
are simulated using fake profiles. Member 1 writes an input text
(we wish to collect information and transfer files), activates its
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automatic translation and then sends the resulting translation to
a corresponding member 2. Member 2 replies to member 1 by
writing, translating and sending a message [25]. The
signagrams' reading direction is from left to right and top to
bottom [15]. The result of Fig. 4 is comparable to Fig. 3.

6 DiscusSION AND CONCLUSION

While creating the SignaComm, with an internationally oriented
communication system for the protection of personal data, we
overcame at least one difficulty. To protect personal information
on the Web, information accuracy, reliability, flexibility and
speed of transmission are needed to assist individuals. We have
formed the SignaComm of interrelated patterns. This
interrelation has allowed us to synchronise the information
exchange.

The obtained results demonstrate that the SignaComm is
functioning correctly. In real time and instantly a sequence of
text phrases is translated into a series of signagrams in order to
send the results to members. Members can create their own
network of contacts by inviting users of their choice. The
geolocation process also identifies the member's preferred
language.

Moreover, since the SignaComm for the protection of
personal data is a first and a new prototype, we recommend
preparing users for its utilisation with the aim to optimise its
performance. This preparation should include detailed
explanations regarding the SNS: the purpose, usefulness of its
utilisation, interface functionalities and signage system. This
preparation could be done in various ways, such as through a
demonstration video, detailed guide, Questions and Answer
(Q&A) forum. An online help would be interesting to design
and implement in the SignaComm context. This would explain
the SNS' social utility and the meaning of every signagram. Its
use may be punctual, used to understand the meaning of a
specific signagram or to search for a specific functionality.

In the near future, we would like to analyse and test the
SignaComm with other writing systems, for instance Chinese.
Furthermore, we wish to improve this first prototype. We will
place the SignaComm in other areas and contexts, like the
online learning one. In this context, on the one hand, we will
analyse the digital identity of different SignaComm users/
members as well as the visibility models [36], [49]. On the
other hand, we will conduct qualitative and quantitative studies
on the user's behaviour while utilising the SNS. This study will
allow us to evaluate, measure and improve the time required to
understand a visual message.
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How useful are social networks for analyzing
epidemics? The example of Tweeter for
monitoring the 2018-2019 Ebola epidemic In
Africa?

M. Tanti, K. Alate

Abstract— The last major Ebola outbreak in Africa occurred
in 2014-2015. This epidemic has mainly affected three West
African countries (Guinea, Sierra Leone, Liberia). She killed 20,
000 people. A number of articles have studied the rumors that
circulated during this outbreak on Twitter. For example, Fung's
article pointed out that these media disseminated false
information about the treatment of the disease, such as bathing in
salt water to heal (Fung, 2016). Jin's article also pointed out that
these media were behind a fake news of a snake at the origin of
the epidemic. This article also listed the Top10 rumors circulating
on tweeter (Jin, 2014).

Ebola virus disease has been raging in the Democratic Republic
of Congo (DRC) since 1 August 2018. It killed more than 2050
people. It is the second largest epidemic after West Africa.

No studies have been conducted to determine who is
communicating about this epidemic and what types of
tweets/rumours are being disseminated?

To answer this question, we conducted an analysis on Tweeter
via Radarly® software, over a period from April 1 to July 7,
2019. The keyword Ebola and #Ebola were used, with a filter on
the French language. 17282 tweets were collected and classified
via the software. The tool also extracted and represented the
knowledge in a map-like way (volume of publications / time ...). It
also identified the dominant themes in the form of clusters. The
tone of the messages has also been determined.

Our work has highlighted several actors communicating
around the epidemic: the general public, experts, politicians, the
media ...

Concerning the general public, it was pointed out that the
Congolese population communicating on the social network was
shared. Some actors accepted the disease and acted as relays of
preventive messages and fight against false rumors. But another
party considered the disease to be a kind of conspiracy to
destabilize the country and denied it. This part of the population
spread false rumours and accused health workers of spraying the
VIrus.

Manuscript received 19 January, 2020.

M. Tanti, K. Alate work in the Centre d’épidémiologie et de santé
publique des armées. Unité mixte de recherche 1252 — SESSTIM - Camp
militaire de Ste-Marthe, 408, rue Jean Queillau, 13014 Marseille, France
(corresponding author to provide phone: 0491637621; fax: 0491637825; e-
mail: mtanti@gmx.fr.

Concerning the experts, our study revealed that they shared
many tweets to inform the general public.

Concerning the media/press, they are both Congolese and
international. In particular, it was pointed out that they were
disseminating prevention messages, including response teams.

Concerning the politicians, they supported medical teams by
relaying educational messages.

Our study found 12 main influencers and revealed a negative
message tone of 73.31%.

However, our study suffers from bias. We did not take into
account other media such as Facebook and we limited our study
to the French language.

Index Terms— tweeter; rumor; validated information; Ebola;

I. INTRODUCTION

The last major Ebola epidemic in Africa took place in

2014-2015. This epidemic mainly affected three West African
countries (Guinea, Sierra Leone, Liberia). It killed 20,000
people. A number of articles have investigated the rumors that
circulated on Twitter during this epidemic. For example,
Fung's article pointed out that these media disseminated false
information about the treatment of the disease, such as bathing
in salt water to cure. [1] Jin's article also pointed out that these
media were behind fake news of a snake at the origin of the
epidemic. This article also listed the Top 10 rumors circulating
on tweeter (Figure 1) [2].

Fig. 1. Top 10 rumors circulating on tweeter [2].

Table 1.Top 10 Ebola-related rumors by Tweet volume from 28 September to 18 October 2014.

Rumor no. Content Label
1 Ebola vaccine only works on white people White
v Ebola patients have risen from the dead Zomble
3 Ebola could be alrborne In some cases Alrborne
4 Heaith officlals might inject Ebola patients with lethal substances Inject
S There will be no 2016 election and complete anarchy Vote
6 The US government owns a patent on the Ebola virus Patent
7 Terrorists will purposely contract Ebola and spread it around Terrorist
8 The new iPhone 6 is infecting people with Ebola iPhone
9 There s a suspected Ebola case in Kansas City Kansas
10 Ebola has been detected In hair extensions Hair
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Ebola virus disease is still raging today in the Democratic
Republic of Congo (DRC) since August 1, 2018. It has killed
more than 2,050 people. It is the second largest epidemic after
that of West Africa [3; 4].

In addition, numerous studies have shown that Tweeter is
used by public health organizations, in particular to inform,
educate or monitor the state of health of populations,
particularly in the event of a disaster [5]. However, no studies
have been conducted to determine who communicates about
the current Ebola epidemic in the Democratic Republic of
Congo (DRC) and what types of tweets / rumors are
circulated?

To answer this question, we conducted an analysis on
Tweeter via the Radarly® software, over a period from
01/04/2019 to 07/07/2019. The keyword Ebola and #Ebola
were used, with a filter on the French language. 17,282 tweets
were collected and classified via the software. The tool also
extracted and represented the knowledge in a cartographic way
(volume of publications / time ...). It also made it possible to
identify the dominant themes in the form of clusters. The tone
of the messages has also been determined.

After a description of the methodology used, this article
presents the main results found, in particular the fact that
several actors communicate around the epidemic, in particular
the general public, experts, politicians and the press.

Il. METHODOLOGY

To carry out this study, we used the Radarly® social media
monitoring software marketed by Linkfluence
(https://radarly.linkfluence.com/login) and operating in SAAS
mode (Figure 1). This software accessible online on
subscription allows to collect data on the social web (Tweet,
Facebook, Instagram, forums, blogs, etc.).

Fig. 2. Radarly® Interface
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The software also makes it possible to represent the results
in a cartographic manner, in particular in the form of clusters
of dominant subjects. It also makes it possible to carry out
analyzes of the tone of the messages published. It identifies
"influencers" (people or groups who speak on a given topic or
theme). It allows the export of data in .csv format to deduce

statistics (Figure 3).

Fig. 3. Graphical representations of Radarly® data
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To collect data from Radarly® software, we applied the
monitoring process and the methodology (Figure 4) developed
by Tanti in his article entitled "Pandémie grippale 2009 dans
les armées : I’expérience du veilleur" [6] and which includes 6
stages: definition of monitoring themes, identification,
collection, analysis, synthesis and distribution of documents.

Fig.4. Monitoring process (Tanti, 2012)

3- Collecte

2- Identification dlinformations

des sources

Concerning the first step, definition of the themes of
monitoring, the keywords Ebola and #Ebola were used in the
request, with a filter on the French language.

Concerning the second and third stages, identification and
selection of documentary sources, we have only selected the
collection of tweets on the social network tweeter via the
platform.

Concerning the Analysis step, it was done using Radarly
cartographic analysis and representation functionalities.

We have analyzed tweets posted on Tweeter only over a
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period from 04/01/2019 to 07/07/2019. A total of 17,282
tweets were collected, classified and categorized via the
software.

Figure 5 summarizes the number of data collected and
analyzed (Figure 5).

Fig. 5. Data collected

4+ Nombre de publications : 17.282 publications.

+ Nombre de publications et retweets : 44.166 publications et retweets.

+ Nombre de reach estimé : 42 millions de reach estimé des publications. C’est
le nombre estimé d’internautes ayant vu la/les publication(s) ouretweets

4 Nombre d*Actions d°engagements : 97.122 actions : ceci est la somme des
actions d’engagement sur chaque publication (likes, retweets, commentaires,
partages, favoris...)

The software also enabled cartographic representations of
the volume of publications as a function of time (Figure 6),
making it possible to deduce media peaks intimately linked to
health events.

Fig.6. Cartographic representation of the volume of
publications function of time (01/04/2019 - 07/07/2019)
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Ill. RESULTS

The requests have identified the actors who communicate on
Tweeter concerning the Ebola disease which has been raging
since 01/08/2018 in the Democratic Republic of Congo (DRC)
and which has left more than 2,000 people dead.

The filter on the French language made it possible to select
only tweets written in French. The analysis also made it
possible to identify the messages conveyed.

The main players found are:
» The general public,
associations;

* Experts and health organizations (Ministry of Health of the
Congo, WHO, etc.);

* The press, mainly Congolese...

* Politicians, mainly Congolese.

mainly Congolese citizens and

Concerning the general public

It is mainly Congolese citizens and associations who speak
out on the epidemic on the social network. In the Congolese
population, there are divided opinions and two populations: a
population that « believes » and a population that does not

« believe » in the disease.

The party that "believes" accepts the disease and the
epidemic and considers it as a public health problem. It
adheres to medical treatment and preventive measures. It
relays messages of scientific information, education and
awareness ... As an example, we can cite in Figure 7, a tweet
relaying the effectiveness of the vaccine (Figure 7).

Fig 7. Tweet relaying the effectiveness of the vaccine

! POLITICOCD @

The rest of the population is less "gullible™ and denies the
disease. It constitutes the majority of the tweets found (high
negative tone). Thus, despite the efforts of response teams
since the start of the epidemic in August 2018, this population
considers the disease as a plot to destabilize the country. This
population spreads the rumor. She accuses, for example, the
laboratories or the WHO of having created the virus (Figures
8).

Fig 8. Relay of a tweet accusing the laboratories

! Dimandja mukumadi

In the same context, Figure 9 shows a message spreading a
rumor that the disease was sprayed from helicopters (Figure
9).

Fig.9. Tweet from a Congolese man spreading a rumor

» Véranda
* Mutsanga en Révolution

.

URGENT :VIRUS EBOLA

A ce moment pendant vette nuit |les
hélicoptéres survolent le territoire de lubéro &
basse altitude pour injecté le virus ala
population de la dite territoire

Experts
It was mainly the national and international health
organizations responsible for the response to the disease who
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spoke on Tweeter during the study period. In particular, we
observed that they shared many tweets to inform the general
public. For example, the Ministry of Health of the DRC made
a regular update on the disease (Figure 10) which it relayed on
Tweeter.

Fig. 10. Tweet a daily newsletter from the Congolese
Ministry of Health.

1 Ministére de la Santé RDC [ 7 juiller 2019 - 19:45
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Media

It is mainly journalists and the press, both Congolese and
international, who speak out. They tend to share WHO
response releases, WHO prevention and awareness messages
(Figure 11).

Fig. 11. Tweet from media relaying a preventive messagel

! LE JOURNALAFRICA
Nord-Kivu : Rory Stewart encourage tous

Politicians

It is mainly Congolese politicians who speak out. They relay
in particular prevention, health education or awareness
messages. For example, Figure 6 shows a tweet relaying the
photo of the President of the Congolese Republic (H.E.M.
Felix Tshisekedi) who complies with medical requirements
during his national tours (Figure 12).

Fig 12: Screenshot of a tweet showing the president of the
DRC applying hygienic gestures

& Laurent Omba
Arrivée du Pdt @ s Benl, 3éme étape de sa tournée natior
C i fescer

In conclusion, our study thus found 12 main influencers and
highlighted a negative message tone of 73.31%.

IV. CONCLUSIONS

Our study, unlike the results found in the 2014-2015
epidemic, highlights a shared Congolese population. Some
people accept the disease and adhere to the treatment and
another party views it as a conspiracy.

Our study suffers from several biases. The short analysis
period, like the choice to limit to the French language, is
questionable. In addition, in our analysis, we did not take into
account other media such as Facebook and forums. Finally, it
is especially the choice of analysis on the social network
Twitter itself which is questionable. Indeed, this media limits
the number of characters present in messages. It thus limits
long discussions, making it therefore the relay of current
events and the engine of polemics and debates rather than the
federator of true micro-communities.

In general, as a recommendation to change the mind of the
defiant population, it would seem interesting to involve in the
communication campaign on social networks, the relays of
traditional healers and religious leaders who are the first to be
consulted by this population.
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Deep learning of latent textual structures for
the normalization of Arabic writing

Hammou Fadili

Abstract— Automatic processing of the Arabic language is complicated because of its many forms of writing, spelling, structure,
etc., on the one hand, and the lack of preprocessed and normalized data, on the other. Implementing solutions that can help
remedy these problems is a real need and a big challenge for the standardization process that this language must know, especially
in the new world of publishing which is the Web; characterized by many forms of writing styles where everyone writes in his own
way without any constraints. It is in this context that we propose an unsupervised approach based on deep learning implementing
a system to help a normalization of a writing, according to a context characterized mainly by Arabic texts written in “Arabic” script.

Index Terms— Grammars and Other Rewriting Systems, Machine learning, Modeling and prediction, Natural Language

Processing, Neural models, Normalization, Semantics

1 INTRODUCTION

The normalization of the Arabic language and of its
writing are a necessity for its automatic processing. This
mainly concerns the linguistic composition elements: syn-
tactic, semantic, stylistic and orthographic structures. In
order to contribute in this context, we propose an unsuper-
vised approach based on deep learning implementing a
normalization support system of writing in general, and in
the context of written Arabic texts.

The approach is based mainly on the improvement of
the Bi-RNN (Bidirectional Recurrent Neural Networks)
model and its contextual implementation Bi-LSTM (Bidi-
rectional Long Short-Term Memory) for sequences predic-
tion. We implemented mechanisms to capture the writing
signals encoded through the different layers of the net-
work for optimizing the prediction of the next structures
and the next words completing the sentences in writing
progress or transforming texts already written into their
normalized forms. The latent structures and the reference
spelling are those learned from the training corpus consid-
ering their importance and their relevance: integration of
the notions of attention and point of view in Bi-LSTM.

This article is structured as follows: in the first part, we
present the learning model, in the second part, we define
the methodological and technological elements imple-
menting the approach. The third part is devoted to the gen-
eration of the dataset for learning. In the penultimate part,

o Hammou Fadili
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(Pole Recherche & Prospective, Programme Maghreb) de la FMISH Paris
hammou.fadili(at)(cnam.fr , msh-paris.fr).
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we present the tests and the results obtained, before con-
cluding.

2 MOTIVATION

The language writing normalization we are talking about
concerns all aspects related to syntactic, semantic, stylistic,
and orthographic structures. This is a complex task, espe-
cially in the case of languages used on the Internet, such as
Arabic. Proposing solutions that can help authors and new
users of such languages to respect and popularize their
standards could be an important element in the process of
standardizing their writings.

The rapid return and development of Artificial Intelligence
makes such solutions possible: unsupervised approaches
that do not require prerequisites or preprocessed data can
be used to code the latent science contained in the studied
corpora as a basis of machine learning and as references for
normalization.

These are the elements that motivated us to study and pro-
pose an unsupervised approach allowing to detect and use
the “NORMALIZATION” coded and contained in “well
written” texts in terms of: spelling, composition and struc-
tures language.

Our contribution consists on the one hand in adapting and
instantiating the contextual data model (cf. Hammou
Fadili 2017) and on the other hand, in making improve-
ments to the basic Bi-LSTM in order to circumvent their
limits in the management of "contextual metadata".

Published by the IEEE Computer Society



3 USED MACHINE LEARNING MODEL

Several studies have shown that deep learning has been
successfully exploited in many fields, including that of au-
tomatic natural language processing (NLP). One of the best
implementations is the generation of dense semantic vec-
tor spaces (Mikolov 2013).

Other networks such as RNN for Recurrent Neural Net-
works have also been improved and adapted to support
the recurrent and sequential nature of natural language
processing: each state is calculated from its previous state
and new entry. These networks have the advantage of
propagating information in both directions: towards the
input layers and towards the output layers, thus reflecting
an implementation of neural networks, close to the func-
tioning of the human brain where information can be prop-
agated in all directions by exploiting the memory principle
(cf. the LSTM version of RNN in the following), via recur-
rent connections propagating the information of a ulterior
learning (the memorized information).

These are the characteristics that allow them to take better
care of several important aspects of natural language. In-
deed, they have this ability to capture latent syntactic, se-
mantic, stylistic and orthographic structures, from the or-
der of words and their characteristics, unlike other technol-
ogies such as those based on the concept of bag of words
(BOW) where none order is not considered, obviously in-
volving loss of the associated information.

In serial RNNs, each new internal state and each new out-
put simply depends on the new entry and the old state.

Y ¥ . - - ¥

r-—- 1 T ) oS
J ' RNN I—o RNN —D RNN

Dﬁﬁﬁiﬁ

Dans (eYLDPdPr? seaux de
he=fulhe-1,X0)

On peut prévoir en plus
une sortie partielle &
chague instant

ye=f'wlhe-1.%¢)

Fig 1. How an RNN works

RNNSs can also be stacked and bidirectional, and the previ-
ous simple equations can be redefined for the two learning
directions according to the model below.
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The training of multi-layers RNN is done, as for the other
types of networks, by the minimization of the error (differ-
ence between the desired output and the output obtained)
which one obtains by the back-propagation of the error
and the descent of the gradient. It can be demonstrated
mathematically that the depth of RNNs which can be high,
because of sequential nature of paragraphs, texts, docu-
ments, etc., generally depends on the number of words to
be processed at a time; can provoke:

e  Either the Vanishement of Gradient in the first lay-
ers and the end of learning from a certain depth.
When we must multiply the gradient, a high num-
ber of times, by a weight w / lwl<lL

¢ Either the Explosion of Gradient always in the first
layers and the end of learning from a certain
depth. When we must to multiply the gradient, a
high number of times, by a weight w / lwl>1.

The LSTM architecture makes it possible to remedy these
problems (Hochreiter, S., & Schmidhuber, J. (1997). It is
based on finer control of the information flow in the net-
work, thanks to three gates: the forget gate which decides
what to delete from the state (h+, x1), the input gare which
chooses what to add to the state and the output gate which
chooses what we must keep from the state (cf. equations
below).

‘ LSTM unit t

Fy I, tanh

@ L
’ o (o} tanh o
© ®

qq
=

Fig 2. How a basic LSTM works
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These equations defining the learning process of an LSTM
express the fact that this kind of network allows to cancel
certain useless information and to reinforce others having
a great impact on the results. We can also show by mathe-
matical calculations that this architecture allows, in addi-
tion to the optimization of the calculations in the network,
to solve the problems linked to the vanishing and the ex-
plosion of the gradient. This is what motivated our choice
to use and improve this model by adapting it to our needs.
We also integrated the notion of perspective or point of
view of analysis as well as the notion of attention in the
general process.
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Fig 3. Architecture of an improved LSTM

So, our model allows to control the flow in the "Context"
ie.

What to forget from the state

What to use from the state

What to send to the next state

According to a point of view or perspective
By paying attention to relevant information

This latter notion is represented outside the internal archi-
tecture of the LSTM model.

4 TECHNOLOGICAL ELEMENTS INTERGRATION

Our approach has two main objectives:

- Help users / authors to normalize their writ-
ing during the writing process

- Normalize already written texts as an early
preprocessing step in an automatic analysis

In the first case, our approach aims to predict and suggest
supplementing the sentences being written with the most
relevant words in their standardized orthographic forms
and following a very specific linguistic structure (learned
from texts of the training corpus). In other words, to a se-
quence of words that the user is typing, the system pro-
poses him a sequence of words, sentences or parts of stand-
ardized sentences.

In the second case, our approach aims to normalize the al-
ready written texts as an early pretreatment step in a se-
mantic automatic analysis process. This by transforming
the texts, sentences and words into their normalized forms
according to the orthographic, linguistic, stylistic struc-
tures, etc. learned from the training corpus.

In both cases, this requires the use of the sequence-to-se-
quence or seq2seq version of Bi-LSTMs.

The proposed architecture consists of the following main
layers:

- Encoding
o Pretreatment
o Internal representation
o Domain (Point of view)

- Decoding
o New internal representation (calculated)
o Attention
o Prediction
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Fig 4. Architecture



Une perspective est un ensemble de mots caractérisant un point de vue d’ana-
lyse (espace multidimensionnel).

Soit p le nombre de mots de la phrase courante

Soit i I'indice de perspective courante

Soit P une perspective définie par les dimensions py,py, ..., P,

Soit H la matrice composée par les représentations cachées h, hy, ..., h, gé-

nérées par le LSTM
Pi-hj

idé =YPd.oud; =Y%d, etd, = —=J_
Considérons pv; = ¥.; dj oud; = ¥ dy et dy ol

pv; est une premicre pondération dans le calcul de la prédiction. Elle est
basée sur la somme des distances cosinus entre les représentations cachées
générées par le LSTM et les dimensions de la perspective d’analyse ciblée.

Cela permet d’obtenir une premiere transformation, pondérée par le rappro-
chement a la vue considérée, des représentations internes des sens de la
phrase :

H' = (hi,hj, ...,h;,),oil h; =d;.h;
d;jest la somme des ditances cosinus de hi a chaque dimension.

P
4= softmax(z at;)
1

at; = w] . h constitue l'attention apprise par (w;)pour chaque h}

prediction = H «1 représente la sortie du systéme.

7 CORPUS AND DATASET

The corpus was built up by the collection of many
documents in Arabic, obtained mainly from "well-writ-
ten" institutional websites. The learning data model was
obtained from a simplified version of the language
model and the extended semantic model (Hammou
Fadili. 2017) and projections of the initial vector repre-
sentations of the words, relating to a space of large di-
mensions (vocabulary size), in a reduced dimensions se-
mantic space using Word2vec technology (w2v). The
goal is to create an enriched model of instances adapted
to the context of language normalization, with a reason-
able size vector representation, essential for optimizing
calculations and processing. The instantiation of the
model was done by splitting the texts into sentences,
and the generation of the enriched n-grams context win-
dows for each word:

- 2-grams
- 3-grams
- 4-grams
- 5-grams.

This first version of the instances is enriched with
other parameters to support the syntactic structures and
the thematic distributions. We associated each word in
the dataset with its grammatical category (Part Of
Speech POS) as well as its thematic distribution (Topics)
obtained by LDA (Latent Dirichlet Allocation) (Bei &
all. (2003)).
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The other latent structures have been integrated by
the coding of the sequential nature of the texts by the
LSTM. Similarly, the spelling has been coded from the
training corpus. It is this dataset that is provided to our
augmented and improved Bi-LSTM model.

This model has the advantage of considering, in fine,
the local context (n-grams) and the global context
(themes), long-term and word order memories which
encode the latent structures of the texts (syntactic, se-
mantic, etc.).

8 EXPERIENCES & EVALUATIONS

We have developed several modules and programs, im-
plementing the elements of the general process, includ-
ing mainly:

e Automatic extraction of the various character-
istics (Features).

¢ Implementation of a deep learning system
based on Bi- LSTM endowed with the atten-
tion and domain mechanisms.

We have also designed an environment centralizing ac-
cess to all modules:

e Integration of all the elements in a single
Workflow implementing all the processing
modules.

Features extraction:

We have developed and implemented 3 modules that
run in the same "python-Canvas" environment and ex-
ploited a process based on a "General MetaJoint" of the
same environment to make the link between the differ-
ent components.

Without going into details, the 3 modules consist, in the
order, of extracting the following characteristics:

- The first allows to extract the "linguistic
context" of each word through a sliding
window of size n

- The second allows grammatically anno-
tating all the words in the text: perform
POS Tagging (Part Of Speech Tagging)

- The third implements the "Topic model-
ing and LDA" technology in order to au-
tomatically extract the studied do-
main(s).
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Workflow:

The implementation of the Workflow was done in the
Orange-Canvas platform. It automates the chaining of
results from previous modules for the extraction of
characteristics and the instances ready to be used for
learning.

Improved Bi-LSTM neural network:

We developed from scratch a personalized Bi-LSTM
neural network and adapted it to our needs. It is a neu-
ral network (multi-layer & recurrent Bi-LSTM) en-
dowed with attention and domain mechanisms.

In order to ensure the honesty of the system, we have
separated the generated learning data into three parts:

e A first part for validation on 20% of the dataset,
in order to optimize the hyper-parameters of
the system: the learning step, the type of the ac-
tivation function and the number of layers.

®  The rest of the dataset divided into two parts:

- 60% for training, in order to estimate the
best coefficients (wi) of the function of
the neural network, minimizing the er-
ror between the actual outputs and the
desired outputs.

- 20% for tests, to assess the performance
of the system.

During all the learning phases, the system is autono-
mous, it can generate the features of the text (Features)
for training and perform the learning process (valida-
tion, training and tests).

Résultats

=== Evaluation on test split ===
Time taken to test model on test split: 0.75 seconds
===Summary ===

Correctly Classified Instances 455
Incorrectly Classified Instances 88

83.7937 %
16.2063 %

Kappa statistic 0.8323

Mean absolute error 0.0021
Root mean squared error 0.0302
Relative absolute error 21.9222 %
Root relative squared error 44.2078 %
Total Number of Instances 543

After training the system on the constituted corpus, we
conducted tests on a small text of 543 words. The system
succeeded in correctly predicting the location and the
ponctuation of 455 words in the different sentences of
the text, considering the latent structures coded from
the training texts. The system, however, failed on the

remaining 88 words and ponctuation.

For more information on reading these results cf. (read
Weka) in the references.

9 CONCLUSION

The conducted experiments confirm the contribution, in
good ratio, of the proposed approach, to correct and
help the normalization of Arabic texts.

As described above, we have adjusted several hyper-pa-
rameters to optimize the system and generate all the pa-
rameters of the instances. On the entire corpus obtained,
we validated the approach on 20% of the corpus, trained
the system on approximately 60% and tested on approx-
imately 20%. The various measurements show the good
performance of the approach, in terms of accuracy and
loss.

This is mainly due to improvements made to the inte-
gration of certain aspects of the language and to exten-

sions implemented for Bi-LSTM:

- Language model and its instantiation

Introduction of the concepts of attention,
domain and point of view in Bi-LSTM.
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An Ontology-based recommender system for
Service-Oriented Dynamic Product Lines

Najla Maalaoui, Raoudha Beltaifa, and Lamia Labed Jilani

Abstract—Service-Oriented Dynamic Software Product Line (SO-DSPL) is a rapidly emerging software reuse development paradigm
for the design and development of adaptive and dynamic software systems based on service-oriented architecture. In this framework,
features are software systems functional requirements that allow stakeholders performing the configuration of multiple products. This is
done through the interactive selection of a valid combination of features which are mapped to services. However, since stakeholders
are often unsure about their needs, focusing on relevant configuration options becomes challenging. Likewise, in a SO-DSPL context,
the configuration must be adaptable to anticipate any changes. Thus, the configuration activity must not only take into account the
requirements of the clients, but also it must consider different factors such as customers’ profiles variability, contexts variability and
services dependencies variability in order to take into consideration the dynamicity of the systems.In fact, they must anticipate to the
adaptations caused by different types of contexts. To help stakeholders and to improve the efficiency and quality of the product
configuration process, we propose to recommend service-products to users based on a recommender system framework. However,
recommender system in the context of a SO-DSPL framework is different from the typical recommender systems due to the variability,
contexts changes and the constraints which must be taken into account during the recommendation activity. This paper describes a
SO-DSPL recommender system meta-model based on OntoUML conceptual modeling. This is done in order to present different
dimensions of the recommender system framework in order to manage and capitalize the necessary knowledge to build the most

suitable recommendations.

Index Terms—Recommender system, Service-Oriented Dynamic Software Product Line, ontology.

1 INTRODUCTION

THE evolution of service computing has allowed orga-
nizations to focus on more complete software applica-
tions. However, these applications became more complex in
order to satisfy maximum customer’s needs. Offering to the
customers a panel of options among which they can select
their preferred ones is a way to defining customer’s needs.
To satisfy different customer’s needs, it is necessary to
provide the ability of producing customized products (such
as software or systems) based on methods, techniques and
tools engineering. In order to achieve this, software product
lines are used in order to develop a family of products shar-
ing common characteristics and differing in some variability
points to satisfy the needs of a particular mission [1]. Within
the SPLE field, Dynamic Software Product Lines (DSPLs)
have emerged as a promising mean to develop reusable
and dynamically reconfigurable core assets.According to
this evolution, Service-oriented dynamic software product
lines (SO-DSPL) are defined as a class of DSPLs that are
built on services and service-oriented architectures (SOAs)
[2]. From a product line engineering viewpoint, the SO-
DSPL deployment model promises two major benefits over
the traditional software deployment model with a fixed
configuration: 1) the dynamic nature of SOAs means that
SO-DSPL can support user needs and expectations in a
continuously changing environment and 2) a SO-DSPL can
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combine services in various configurations and contexts,
simplifying the deployment of product variants that are
mostly based on the same core services but tailored to meet
different customers’ needs. To describe commonalities and
variabilities of the software product line, feature model has
been used. Feature models allow users to select a valid
combination of features which cover user requirements.
This activity is known by “product configuration “activity,
which refers to the decision-making process of selecting an
optimal set of features from the product line that comply
with the feature model constraints and fulfill the product’s
requirements [4] . In practice, choosing from a wide range
of options becomes quickly difficult for the customer who
doesn’t know where to start, or which alternative to choose.
Besides each times a customer makes a decision, this can be
contradictory with previous decisions, or have a negative
impact on downstream decisions. Therefore, it is crucial to
guide the customer in the SPL configuration process.

The configuration activity is more crucial in the context
of SO-DSPL because of variability management, context
awareness and service dependencies caused by their reuse
in various situations and contexts. Indeed, customers are
often unsure about their needs in one hand, and they
do not have knowledge about services mapped to fea-
tures, possible context changes and their impacts on the
customized configuration on the other hand. Since these
features are represented by web services, the choice of a
feature remains a crucial task. In fact, the customers can
have knowledge about the descriptive data of the service
but context-sensitive information remains restricted to the
service provider. Particularly, in SO-DSPLs a bad selection
of services is not only relative to the customer, but it is
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also relative to the product line environment, where the
process of dynamic adaptation or runtime reconfiguration
[3] can encounter contradiction problems, which produce
problems of dissatisfaction with constraints. To deal with
this problem, we propose to recommend a configuration
based on different data, such as previous configuration, user
preferences, user profile, services descriptions and other
data.However,the choice of data to be used as a dataset
is considered as the key of the success of a recommender
system. Thus, we propose in this paper an ontology that cap-
ture useful data to a SO-DSPL recommender system from
different views. The conceptual modeling of our proposed
ontology is based on OntoUML language. OntoUML is an
ontologically well-founded language for Ontology-driven
Conceptual Modeling. It is built as a UML extension based
on the Unified Foundational Ontology (UFO) [21]. The
proposed SO-DSPL recommendation ontology emphasizes
the semantics carried by the different elements of ontology,
as well as the semantic relationships between them,in order
to perform recommender system knowledge management.

The remainder of this paper is organized as follows. Section
2 presents a background about SO-DSPL and the recom-
mender systems. Section 3 provides an overview of the
related works, which discusses service selection approaches
in SO-DSPL.In section 4,we present our proposed approach
and in Section 5 we evaluate it.In section 5,we summarize
our contributions and discuss the perspectives for further
work.

2 BACKGROUND

In this section, we introduce product-line engineering with
a brief overview of the domain and application engineering
phases. Furthermore, we present the basic concepts about
recommender systems.

2.1 Software product line

Software Product-line engineering is a paradigm within
software engineering, used to define and derive sets of
similar products from reusable assets [1]. The develop-
ment life-cycle of a product line encompasses two main
phases: domain engineering and application engineering
[1] . While domain engineering focuses on establishing a
reuse platform, application engineering is concerned with
the effective reuse of assets across multiple products.
Domain engineering:

Domain engineering is responsible for defining all common
and variable assets of a product line and their respective
interdependencies. In practice, feature models are the main
formalism to represent and manage reusable assets, called
features, and their interdependencies [1] . A common visual
representation for a feature model is a feature diagram.A
feature diagram is a tree-based structure, where each node
represents a feature, and different edges illustrate the de-
pendencies between two or more features [1] .The feature
diagram defines common features found in all products of
the product line, known as mandatory features,and variable
features that introduce variability within theproduct line,
referred to as optional and alternative features.

Application engineering:

Application engineering is responsible for capturing the
requirements of a product, defining a selection of features
that fulfill these requirement and comply with the feature
model’s dependencies, and deriving the product from this
selection of features [1] . A suitable selection of features
(i.e. configuration ) results from the product configuration
process. Due to the combinatorial possibilities of selecting
variable features, the number of possible configurations
can grow exponentially with the number of features in a
product line. Therefore, configuration processes are often
incremental such that a user starts with an empty config-
uration and selects or deselects one feature at a time until
the configuration is valid and fulfills the product’s require-
ments. Nevertheless, considering the large configuration
space for even product lines with a relatively low number
of features, finding the best configuration for given product
requirements can still be a challenging task.

2.2 Service oriented- dynamic software product line

The limitations of SPL rely on its inability to change the
structural variability at runtime, provide the dynamic se-
lection of variants, or handle the activation and deactiva-
tion of system features dynamically and/or autonomously
[3].As variability becomes more dynamic, SPL approaches
moved to recent development approaches like Dynamic
Software Product Lines as an emerging paradigm to handle
variability at runtime and at any time. Dynamic software
product lines are able to dynamically switch an executing
system from one variant to another, without stopping its
execution, without violating its feature model’s constraints
and without degrading its functional and non-functional be-
havior. Consequently, the feature model itself must become
a runtime entity that can dynamically evolve to satisfy new
variability dimensions in the system.

Since Service Oriented Architecture (SOA) has proven to be
a cost-effective solution to the development of flexible and
dynamic software systems [3], the combination of SOA and
DSPL can provide significant mutual advantages. DSPL can
provide the modeling infrastructure required to understand
a running SOA-based system.In particular,these models can
be used to understand the implications of modifying a
system’s configuration at runtime. The combination of SOA
and DSPL has led to the service oriented dynamic software
product lines.

2.3 Recommender system

The rapidly evolution of the market environment has led
to the development of recommendation systems for large
companies like Amazon, YouTube, Netflix and eBay. A
recommendation system is a personalized information fil-
tering technique used to suggest a set of elements that will
most likely interest a particular user [5]. The suggestions
provided are intended to guide the user through various
decision-making processes, such as the product line con-
figuration process. This recommendation process is based
on information filtering algorithms to predict whether a
particular user has the intensity of liking a particular feature
or product. Recommender systems use learning algorithms
that can find relevant items from a large set of items in a
personalized way [5]. The most common classes of such
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algorithms are collaborative filtering algorithms, content-
based recommender systems and Knowledge-Based recom-
mender systems.

Collaborative Filtering (CF) algorithms are based on rel-
evance feedback from users. The feedback has the form
of ratings (e.g., a 5-star rating for relevant items and a 1-
star rating for non-relevant items) that are stored in a user
item-rating matrix. CF algorithms can be divided into two
categories. The first of them is the neighbourhood-based CF .
Neighbourhood-based CF algorithms search for neighbours
of the active user in the user-item-rating matrix. After de-
termining the neighbourhood of the active user, predictions
of ratings for items unknown to the active user are made
by calculating weighted mean rating of all neighbours. We
adapt this method to recommending features in productline
configuration.

The second class of CF algorithms is Matrix Factorization
(MF). MF algorithms decompose the user-item-rating matrix
approximately into two latent matrices. The decomposition
is done by minimizing an error function using e.g., stochas-
tic gradient descent. The latent matrices are used then to
make rating predictions of unknown items. MF algorithms
have shown their great predictive power in numerous stud-
ies [5].

Content-based recommender systems analyze the content of
items. Then, given the history of a user, they search for items
similar to the ones the user purchased before. Contentbased
systems are largely used in scenarios in which a signifi-
cant amount of attribute information is available at hand.
In many cases, these attributes are keywords, which are
extracted from the product descriptions. knowledgebased
recommender system makes recommendations based on
specific queries made by the user. It might prompt the user
to give a series of rules or guidelines on what the results
should look like, or an example of an item. The system then
searches through its database of items and returns similar
results [5].

knowledge-based recommender system makes recommen-
dations based on specific queries made by the user. It might
prompt the user to give a series of rules or guidelines on
what the results should look like, or an example of an item.
The system then searches through its database of items and
returns similar results [5]. Knowledge-based methods re-
quire the explicit specification of user requirements to make
recommendations, and they do not require any historical
ratings at all. Therefore, these methods use different sources
of data, and they have different strengths and weaknesses.

3 RELATED WORK

In recent years, Service selection and recommendation have
been extensively studied to facilitate Web service composi-
tion. Earlier studies were interested in functionality-based
Web service recommendation that refers to recommending
services by matching user requests with service descrip-
tions. However, using keyword-based matching usually
suffers from poor retrieval performance. Therefore, many
semantics based approaches had been proposed such as
[6] and [7]. These approaches leveraged domain ontologies
and dictionaries to enrich descriptions of both services
and user requests, and adopted logic-based reasoning for

semantic similarity calculation. Nevertheless, this kind of
approaches is difficult to apply to large-scale service data
because ontologies are manually defined. For this reason,
on one hand, some researches explore machine learning
and data mining technologies in functionality-based service
recommendation. For example, In [8], the authors proposed
an approach for mining domain knowledge on service goals
from textual service descriptions based on linguistic anal-
ysis. On the other hand, many web service recommenda-
tion approaches based on Collaborative Filtering (CF) are
proposed. CF refers to recommending services according to
the past composition history, the similarity of users, or the
similarity of services. Some approaches used CF to predict
quality of service (QoS), which can be used to select high
quality services. For example, Jieming et al [9] proposed an
online QoS prediction for runtime service adaptation ap-
proach based on an adaptive matrix factorization. Recently,
many approaches combine machine learning and collabora-
tive filtering to recommend services such as [14], [11] and
[12]. Ruibin et al. [14] proposed a deep hybrid collaborative
filtering approach for Web service recommendation.

In [11] a QoS web services prediction approach based on k-
means clustering was proposed. Fuzan et al. [12] proposed
a web service discovery approach using semantic similarity
and clustering. In SO-DSPL, proposals are limited to ser-
vices selection at runtime, such as in [13] and [10]. Jackson et
al. [13]proposed an approach for services selection in order
to bind DSPL features that should be connected to a product
at runtime. The services are selected based on an analysis
of the services quality attributes. Benali et al. [10]proposed
a software framework which supports context-awareness
behavior to assign services to consumers based on DSPL
features .

Based on the studied works in the literature, we conclude
that the recommendation of the services in SO-DSPL re-
mains a challenge until now.To meet these challenges, we
propose an an ontology for recommender system in SO-
DSPL framework in order to conceptualize relevant data for
the recommendation process.

4 OFSOPLR: ONTOLOGY FOR SO-DSPL
RECOMMENDER SYSTEM

OfSoPLR is an ontology for a recommender system in SO-
DSPL framework.The proposed ontology describes com-
mon conceptualization of knowledge to make suitable rec-
ommendation in the context of SO-DSPL. Our proposed
ontology is built with the main goal of making the best
possible description of the needed knowledge for generat-
ing recommendations.In particular,OfSoPLR is designed to
be used as a core conceptual model to be used for several
purposes, such as:

e As a reference model for annotating recommender
systems data in a semantic documentation approach.
Once semantically annotated, we can extract knowl-
edge and link contents from different data which can
be useful for recommendation process.

e To support human-learning about  key
concepts related to SO-DSPL configuration via
recommendation-based configuration process.
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Our research goal is to explore the combination of two
complementary forms of guidance: recommendation and
configuration. In order to cover this scope, OfSoPLR should
be able to answer the following competency questions:

o CQ1:What type of data should be used for recom-
mendation at domain engineer? (experiences of past
configurations, profiles, services, etc)?

e CQ2: how the data are semantically linked to each
other?

e CQ3: What type of data should be used for rec-
ommendation at application engineering ? (partial
configurations, profiles, contextual data, etc)?

e CQ4: How to combine configuration and recommen-
dation?

e CQ5: how recommender systems can benefit from
SO-DSPL architecture?

e CQ6: which modules must be available in a recom-
mender system at domain engineering to perform a
good recommendation?

e CQ7: which modules must be available in a recom-
mender system at application engineering to perform
a good recommendation?

e CQ8: Which recommendation technique shall be
used? (collaborative filtering, content-based filtering,
etc)

As mentioned earlier, combining configuration process with
recommendation process provides significant mutual ad-
vantages. Many companies try to provide solutions for
customization of their products to meet the needs of each
user. However, these solutions need to consider a large set of
variabilities.In software product line framework, configura-
tor tools do not yet adequately support business needs [15],
which is a more crucial problem in SO-DSPL framework
due to the dynamic context changes and the large number of
services that involved in the runtime adaptation process.As
mentioned in [16], after an interview with eight IT experts,
the following three main configuration challenges are faced
by the company when using configurators are identified:
Challenge 1: large product lines. Industry product lines of-
ten define several thousand features. Thus, the amount and
complexity of the options presented by the configurator lead
IT experts to get lost with so much information to be taken
into account, and spend too much time reasoning about too
many options and complex relationships. Thus, showing all
features and their dependencies is impractical as a decision-
maker can only focus on one part of the configuration a
time.

Challenge 2: unclear requirements and features. The re-
quirements are very often not clear and exact due to the
vague descriptions used to the requirement specification.
Moreover, the feature model may present many subjective
features that cannot be matched with the requirements.
Challenge 3: get a final configuration. It may be very difficult
to define a valid configuration since quite often stakeholders
specify requirements that are inconsistent with the feature
model’s constraints.

From these three challenges, we deduce the following chal-
lenges relative to the context of the SO-DSPL framework:
Challenge 4: get a contextual configuration. It is very
difficult to define a configuration not based only on the

requirement of the user, but also based on user, service
line and environment contexts. In most cases, configuration
can satisfy all user needs but because of a context change
(e.g. a service down, problem in data center, user skills
are not consistent with the knowledge necessary to use the
services), the configuration will be not valid at the current
time. Also, a contextual configuration must be valid in any
instant t, however, Since service-oriented systems needs
adaptation at runtime environment, a configuration must
have an available set of adaptation rules that will be used in
a context change scenario. In some cases, a configuration
needs adaptation caused by a context change, however,
adaptation rules can not be executed because of constraints
dependencies (e.g necessity of using an international pay-
ment service in a country which can only provide national
bank cards to its people).

Challenge 5: select the relevant data to be considered
in the configuration process . It is difficult to decide
which data must be considered to get the best contex-
tual configuration.In SO-DSPL, considering only feature
model in a configuration process is not enough.Indeed,
services,contexts and the configuration algorithms must be
considered. However,he way how to use this data is chal-
lenging and differs from a situation to another.

In summary, business experiences show that the product
configuration process can be challenging as decision makers
regularly do not know every feature, their interdependen-
cies and their influencer contexts, particularly for large
service-oriented product lines.

Recommender
system

T

Recommeander
engine

[ ]

knowledge
database

Fig. 1. Recommander system basic components

Every recommender system is composed of two basic

components, namely: recommender engine and knowledge
data base as shown by Fig.1.
Our proposed ontology is divided into two sub ontology,
namely:OfSoPLR Domain and OfSoPLR application. Each
sub-ontology is articulated around three-dimensions for
recommender’s data modeling, namely user, SO-DSPL and
service dimension as presented by fig 2. The OfSoPLR
ontology is used by the recommender system presented by
the two meta-models Domain recommender dimension and
Application recommender dimension.

4.1 OfSoPLR Domain

In the domain engineering level, the presented three sub-
ontologies aim to model all possible information that can
be collected and used by the recommender system . For
example, the user dimension aims to represent all possible
users information that can be useful for the recommen-
dation process, independently from the recommendation
method. At application engineering level, recommendation
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Fig. 2. OfSoPLR sub-ontologies

methods will be chosen based on the current situation, user
information to be considered will be selected, configuration
and there correspond services will be derived based on
the selected elements from the domain engineering. The
three dimensions presented by each sub-ontology aims to
cover respectively user view, software product line view,
services view.In order to present the way of using these sub-
ontologies by the recommender system in domain level,a
domain recommender system meta-model is defined.

The basic recommender’s information at domain engineer-
ing are conceptualized from three dimensions which are
presented by the following sub-ontologies.

4.1.1  OfSoPLR domain user dimension sub-ontology :

In a context aware, the context information is used to
respond and adapt to users” behaviors, which is the case of a
contextual recommendation. Indeed, considering user pro-
file and its context information at recommendation process
make recommendation more contextual and more adaptable
to the user context change and needs. In order to con-
sider this aspect, a user dimension sub-ontology has been
presented with the aim of consolidating and standardizing
the ontological user resources derived from an exhaustive
study and analysis of existing contributions in user profile
modelling,which can make solution to the challenges 4 and
5.

This sub-ontology addresses the competency questions CQ1
and CQ2. In [18] is shown an ontology to represent and
capture the user profiles within a changing environment,
where the user model is considered as a type of the context.
We use this user profile ontology to model user context
at domain level, as shown in Fig.3.The concept core user
context element presents a kind of user context, a core user
context element can be divided into user profile, user inter-
est profile, user personal information profile, user preference
profile and user skills profile. To relate user with his/her
context element, semantic relations are predefined. Thus,
the user concept is related to the concept User skills profile
by the relation “hasSkills”, to the concept User interest
profile by the relation “hasInterest”, to the concept User
personal information profile by the relation “hasPersonal-
Information” and to the concept User preference profile by
the relation “hasPreference”.
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Fig. 3. OfSoPLR domain user dimension sub-ontology

4.1.2 OfSoPLR domain SO-DSPL dimension sub-ontology

In the context of a recommendation in the SO-DSPL, the
interaction between the configurator and the product line
is managed through its model, and more specifically its
feature model. Thus, we devote in our ontology a dimension
dedicated to the SO-DSPL. This sub-ontology addresses the
competency questions CQ1 and CQ2. We use ontological
feature model representation proposed in [20] enriched by
knowledge that we have extracted from the literature, as
shown in Fig.4.A SO-DSPL is composed of features that can
have one or more attributes.A feature can be a "manda-
tory feature”,”optional feature”,” alternative feature” or ”or
group feature”.According to the dynamicity of the dynamic
SPL, since each feature can be activated or deactivated
at runtime, a feature has a possible activation mode that
can be divided into active and disable mode. The manage-
ment of the feature’s dynamicity is based on constraints,
so the possible activation mode has constraint to describe
the conditions of the activation and the deactivation of
the feature. A feature can have three possible variability
types [3], namely: temporal variability, spatial variability
and contextual variability, which are considered as sub-kind
of variability type.

The spatial variability implies configurable functionality of
a software system in terms of different features dening the
set of all possible configurations. The contextual variability
refers to capture influences of the environment on function-
ality of software systems. The temporal variability refers to
capture evolution of software systems. As old versions of
software systems need to be supported with updates, it is
important to keep track of the evolution of SPLs. Spatial,
contextual and temporal variability strongly correlate. Con-
textual variability changes the set of selectable conguration
options of the spatial variability. Temporal variability cap-
tures evolution of spatial and contextual variability. Conse-
quently, the type of variability and their evolution influence
the validity of the recommended configuration.The SO-
DSPL uses core user context element in order to perform
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a contextual configuration at application engineering and it
is used by the SO-DSPL recommender engine to generate
initial recommendation.
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Fig. 4. OfSoPLR domain SO-DSPL dimension sub-ontology

<<kinds=>
Constraint

4.1.3 OfSoPLR domain service dimension sub-ontology

The OfSoPLR domain service dimension sub-ontology
addresses the competency questions CQ1 and CQ2.Our
ontological service representation is based on the OWL-S
ontology. OWL-S is an ontology language within the
OWL-based framework of the Semantic Web, for describing
Semantic web service. This ontological representation
enables users and software agents to automatically
discover, invoke, compose, and monitor Web resources
offering services, under specified constraints [19].OWL-S
ontology has three main components which are: the service
profile, the process model and the grounding as shown
in Fig. 5; the service profile is used to describe what the
service does, the service model describes how a client can
interact with the service and finally the service grounding
specifies the details that a client needs to interact with the
service, as communication protocols, message formats, etc.
Our service dimension representation is also enriched with
other knowledge extraction from literature and organization
feedbacks,as shown in Fig.6. The concept “Core service”
represents service at domain engineering level, likely to
owl-s ontology, the core service has a service profile,a
service model and a service Grounding. A core service
can be atomic or composite, where a composite service
is composed of Core Service. A core service has many
service instances which provides the same functionality
with different ways and QOS, it has also a criticality level
that reflects how important it is to the software product
line operations, this level can be high, low or medium.The
core service and all it related concepts are usedBy the
SO-DSPL recommender engine.To define the constraint that
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Fig. 5. Semantic web service

all concepts related to the core service are automaticely
used by the SO-DSPL recommender engine, we created
an abstract relation namely “ServiceRelation” where all
relation presented in this sub-ontology are sub-relations
and we define the axiom Al.To answer CQ2, a relationship
between SO-DSPL’s feature and Core Service is introduced,
each feature of the SO-DSPL is mapped to at last one
Core service that covers its functionalities.To represent this
constraint, axiom (A2)is defined.

(A1) SC : CoreService; SRC : SODSPLRecommender; t
‘Thing usedBy(SC,SRC) A ServiceRelation(SC,t)— >
usedBy(t; SRC')

(A2)VSPL SO -
Feature, composedO f(SPL, F)—
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DSPL,F

> dCS Core —

<ccsubking>> | | <esubbings>
Compasite atomic <<Hind>>
4

service variability model

P
provider
cetole>>
receiver

Core service 1

<chind>>
SO0-DSPL recommender engine

has Inftance

P hasritallevel

execoledon

o
<<hing>>
g service Instance|

<<kinds> ccking>>
Service profil Service Grounding
1

<eHind>>
NS | service model l
1l

<ehing
Critical level <ekinds>
Environmen
'
<esubkings>
low hascharpcterstic
B
<subiing
meduim <ckind>>
characterstic
high

<<kind>>
weight

<casupland>>

<<subland>>
static weight

<<tind>>
weight feature model
subkin>> FaE
wvariable weight | ! !

<esutlang>

Fig. 6. OfSoPLR domain service dimension sub-ontology

A core service has a service variability model which
indicates the variability of service instance, for example,a
purchase service can be executed with different inputs in-
putl, input2, input3,input4, if the input2 is chosen, input
4 must be specified and security quality of service will be
considered, but if the input 1 is chosen, not other input
must be specified and availability QOS will be considered.
The service profile includes QOS which are composed of
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attributes. These attributes have different weights that can
be static or variable. A static weight is fixed by the service
provider however a variable weight changes according to
the context and the situation.Each core service has two
interfaces, namely: provider interface and receiver interface.
Each core service is linked to a feature of the feature model
and can be executed in one or more environment that is
characterized with one or many characteristics.

4.1.4 Domain recommender system meta-model

As mentioned above, at this level the recommender en-
gine uses data from domain and application engineering to
prepare initial recommendations, analyze previous situation
to decide which recommendation method is more suitable
and train used model such as neural network models. To
ease this process, we propose the domain recommender
engine dimension sub-ontology to conceptualize used data
and needed modules to perform recommendation process at
domain engineering. This meta-model addresses the compe-
tency questions CQ1,CQ2,CQ4,CQ5,CQ6 and CQS.

<<hind=>
<<kind>> Configuration
Service —

<<kind>> P - -
$0-DSPL ute ute uge

o |

<<king>>
Core context element

<chind>>
Decision

4
depend on

T e
T T | Recommendation Model

Initial recommendation | | * 1

Fig. 7. Domain recommender dimension meta-model

To perform recommendation, as shown in Fig.7, recom-
mender engine use data capitalized by service sub-ontology,
SO-DSPL sub-ontology, previous recommendations that can
be performed at application engineering or prepared in
domain engineering , configuration derived from the SO-
DSPL at application engineering, application user context
dimension sub-ontology which present the monitored user
context at an instant also, recommender engine at domain
engineering is composed of modules, namely: Situation an-
alyzer, model selector engine and Recommendation model
training engine. The situation analyzer module aims to
analyze the available data and contexts to recommend users
and decide which recommendation method or model will be
more suitable to prepare initial recommendation.This deci-
sion is based on predefined metrics. All situations and taken
decisions are capitalized to be used in the next iteration.
The Recommendation models training engine aim to train,
update and test available recommendation models using
application engineering recommendation results.

4.2 OfSoPLR Application

At domain engineering, all possible recommendations’ data
are modeled, many recommendation situations are an-
alyzed, recommendation models are trained and partial
configuration(recommendation) are prepared. At applica-
tion engineering, it is the time to recommend a config-
uration to the current user following his request. Based
on the available data that are selected from the domain
engineering domain, recommender engine at this level
uses results from the domain recommender engine and
produces relative ones.Thus,the OfSoPLR Application sub-
ontology is composed of three sub-ontologies that are de-
rived from domain ones, namely: OfSoPLR application user
dimension sub-ontology,OfSoPLR configuration dimension
sub-ontology,OfSoPLR application service dimension sub-
ontology and used by a recommender system presented by
an application recommender dimension meta-model.The re-
lation of derivation designates the selection of the concepts
to be used from the domain ontology at the application
ontology based on the actual situation and the available data
that present individuals of this concepts. For example, in
the case of an SO-DSPL that needs service configurations(i,e
amazon service), user skills profile is important however in
the case of an SO-DSPL of e-commerce, the user skills profile
is not important to be consideration in recommendation
process.

4.2.1 OfSoPLR application user dimension sub-ontology

At domain user dimension sub-ontology, all relative infor-
mation is modeled however, no instances are created.At
application level, a configuration will be recommended
according to user needs and his contextual information,
thus, to perform this contextual process application user
dimension sub-ontology is created to conceptualize current
user contextual information,as shown in Fig.8. This sub-
ontology addresses the competency questions CQ2 and
CQa3. All kind of current user context element are derived
from core user context element presented at domain user
sub-ontology.A current user has a current user skills profile
that is derived from user skills profile, a current user interest
profile that is derived from user interests profile, a current
user personal information that is derived from user personal
information and current user preference profile that is de-
rived from user preference profile. the relation of derivation
designates the selection of the concepts to be used from the
domain ontology at the application ontology. For example,
user preference profile at domain engineering contains all
possible information related to the preference topic, how-
ever, in application engineering, not all information will be
available and the needed preference’s information differs
from an SPL to another and from a situation to another.
All current user context element all characterized by a time
that refers to the date time of the monitored current user
context and a duration that to the period in which this
information is valid, for example user personal information
profile contains the attributes first name, last name, age and
email which are valid for all times, however the location of
a user is variable so there duration can be expressed by a
number .
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Fig. 8. OfSoPLR application user dimension sub-ontology

4.2.2 OfSoPLR application configuration dimension sub-
ontology

In the application level, based on current user context and
needs, a selection of features that fulfill these requirement is
defined based on the SO-DSPL design model and a config-
uration is created from this selection of features. Thus, from
the domain SO-DSPL sub-ontology, a configuration sub-
ontology is derived to conceptualize configuration knowl-
edge based on the product line ones and it addresses the
competency questions CQ2 and CQ3.As shown in Fig.9,
a configuration is composed of features. According to the
framework of the dynamic software product lines, a fea-
ture can be activated or disactivated in order to perform
dynamic adaptation, this characteristic is represented in our
presented sub-ontology by the mode “current state” that can
be divided into active and disabled mode. Each two features
are related by a semantic relation derived from SO-DSPL
sub-ontology in order to infer new knowledge or deduce
new semantic relations according to the current contexts.
A configuration has one or more configuration model that
captures the possible states of the features with respect to
the FM restrictions. The configuration model is adapted by a
runtime variability model, which automates the mechanism
of activating, disactivating, adding or removing features in
the configuration model. The configuration model and the
runtime variability mode are used by the adaptive engine in
order to selected the best runtime reconfiguration based on
the current configuration context.

4.2.3 OfSoPLR application service dimension sub-
ontology

Likely to the other application sub-ontology, the application
service sub-ontology is derived from the domain service
ontology to address the competency questions C2 and
CQ3,as shown Fig.10. Indeed, the selected service is the
service which is mapped or used by a selected feature in
the current configuration. The selected service is selected
from the service set created by the domain service sub-
ontology and inherits all knowledge according to the core
service such as service profile, service grounding, service
model, etc. the selected service by the current configuration

z 1 <<wna>
<> ||
T asiecip | runtime recanfiguratio
adaptive engine ?

I e
| Belected Service

nps

<<moaes>
current stan

Fig. 9. OfSoPLR application configuration dimension sub-ontology

are structured into a service composition in order to define
their order and their combination way. At an instant t, a
selected service has a service instance, which has a current
service context.The current service context element, in turn,
is composed by QOS defined by the domain application
service subontology. The QOS attributes are monitored by
a service monitor in order to get their value in a specific
time. Also, a selected service is characterized by a critical
level which is measured or deduced according to the current
context.

Fig. 10. OfSoPLR application service dimension sub-ontology

4.2.4 Application recommender dimension meta-model

At application engineering, a recommendation will be per-
formed for a particular user in a defined context .To
conceptualize knowledge used by the recommender en-
gine at this level, an application recommender dimension
meta-model is defined to adress the competency questions
CQ2,CQ3,CQ4, CQ5,CQ7 and CQS8, as shown in Fig.11.The
configuration recommender engine captures the actual con-
figuration context element such as current user context
element and use the module Situation analyzer to decide
which recommendation method will be used for the current
context. Thus, this module uses previous decisions pro-
duced at previous recommendation or at domain level, it
reuse also models, initial recommendations and previous
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recommendation from the OfSoPLR domain recommender
sub-ontology. After produced the actual decision, a rec-
ommendation is produced based-on. In this way, all the
processing linked to a recommendation process is devel-
oped at the domain level to prepare recommendation assets
which will be reused by the recommendation system at
application level. Consequently, real-time recommendation
will be easier and more efficient.
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Fig. 11. Application recommender dimension meta-model

5 AN OWL OPERATIONAL VERSION OF OFSoO-
PLR

OfSoPLR ontology is to be used in a SO-DSPL recommender
system context in order to conceptualize and deduce knowl-
edge to perform the most suitable recommendation . Based
on the proposed ontoUML meta-models, an operational
version must be designed and implemented. The same
ontology can be used to produce a number of different
operational versions, each one considering a target lan-
guage/environment.Operational ontologies are not focused
on representation adequacy, but are designed with the fo-
cus on guaranteeing desirable computational properties. A
design phase, thus, is necessary to bridge the gap between
the conceptual modeling of the ontology and it’s coding in
terms of a specific operational ontology language (such as,
for instance, OWL, RDEFS, F-Logics).We chose OWL as target
operational language, since it is the most used language in
the scenarios we intend to use this operational version.For
implementing OWL-OfSoPLR, we follow the transformation
rules from OntoUML to OWL proposed in [22]. These rules
guide the transformation of OntoUML concepts and rela-
tions to OWL classes and properties.

Acording to the OfSoPLR domain service dimension sub-
ontology, Core Service is a superclass of Atomic and Com-
posite . Concepts of the type kind are mapped as dis-
joint subclasses. The concepts of the type subkind are also
mapped as subclasses of their respective superclasses. For
example, Core Service is a kind and has as subkind types the
following Core Service: Atomic and Composite. These con-
cepts are mapped to disjoint OWL subclasses, as shown in
Fig.12. In this figure, we present part of the transformation
discussed above, considering Core Service and it subtypes
based on the same format of transformations presented in
[22].

OntoUML Model Class Taxonomy OWL's Class Atomic
¥ & owl:Thing
AR O Core_Service |
<shind>» @ Atomic
Core Service Composite
4 ) Core_Service
{disjornt}
<<subkind>=> <<subking>>
Composite Atomic
Composite

Fig. 12. Example of transformation to OWL

6 OFSOPLR EVALUTATION

In order to evaluate OfSoPLR,we propose an evaluation
in two steps. First, we performed a verification activity
by means of expert judgment, in which we checked if
the concepts, relations and axioms defined in OfSoPLR are
able to answer its competency questions, in an assessment
by human approach to ontology evaluation. OfSoPLR was
then implemented in OWL, and the resulting operational
ontology (OWL-OfSoPLR) was also tested. Test cases were
designed and exercised in the context of a sub-ontology,
in order to check if OWL-OfSoPLR is able to answer the
competency questions.

Evaluation Step 1 - Assessment by human approach to
ontology evaluation

OfSoPLR evaluation started with a verification activity,
when we manually checked if the concepts, relations and
axioms defined in OfSoPLR are able to answer its com-
petency questions (CQs). Table 1 illustrates an extract of
this verification process, showing which elements of the
ontology (concepts, relations and properties) answer the
Competency Questions CQ1 and CQ2, where we present
for CQ2 the part relative to the OfSoPLR domain service
dimension.

Evaluation Step 2 - Ontology Testing
For each specific CQ, we developed a set of test cases, by
implementing the CQs as SQWRL.For example, to answer
the CQ1, the SQWRL SQ1 is created:
SQ1:
SODSPLRecommenderEngine(?s) A usedBy(?y,?s)— >
squrl : select(?y)

Finally, after executing a test case, we compared the
returned results with the expected results to determine
whether the test case passed or failed. If the results match,
then OWL-OfSoPLR passed in this test case. Otherwise, we
need to analyze if the problem is in the conceptual model of
OfSoPLR, in its implementation (OWL-OfSoPLR), or even
in the formulation/implementation of the CQs. For running
the test cases, we used Protégé. As we can see by contrasting
the actual result with the expected result, this test case
passed.
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TABLE 1
Verifying OfSoPLR concepts and relations

CcQ Concepts, Relations and Properties

cQ1 SO-DSPL is usedBy SO-DSPL recommender engine
Core service is usedBy SO-DSPL recommender engine
User context configuration is usedBy SO-DSPL recom-
mender engine

Core context element is usedBy SO-DSPL recommender
engine

Configuration is usedBy SO-DSPL recommender engine
Selected Service is usedBy SO-DSPL recommender en-
gine

Core Service has interface provider

Core Service has interface receiver

Core Service has interface provider Service Instance
Core Service has Service Grounging

Core Service has Service Profil

Core Service has Service Model

Core Service has Critical level

Service Profil includes QOS

Service Profil has attribut

Attribut has weight

Core Service is executed on an environment

Core Service has Service variability model

Core Service has USLA model

Core Service is used by SO-DSPL recommender engine
Core Service set is composed of Core Service

CcQ2

7 CONCLUSION AND FUTURE WORK

Our work provides a further contribution towards a knowl-
edge ontology for recommender system in Service-Oriented
Software Product lines.Using this ontology, relevant data
for contextual recommendation are conceptualization to be
used in configuration process.The proposed ontology is
divided into two sub-ontologies according to domain and
application engineering,and each sub-ontology is divided
into three sub-ontologies in order to cover different dimen-
sions of the conceptualized knowlegde. As future work, we
plan to search for other dimensions related to the recom-
mendation such as context of the adaptive engine and the
external environment. Furthermore, we will represent real
world situations with the proposed ontology and instantiate
its concepts and relations using data extracted from real SO-
DSPL, in a data-driven approach to ontology evaluation .
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Abstract

This paper presents a new Web platform
(ADETermino) which allows the auto-
matic construction of an Adverse Drug
Events (ADE) corpus starting from the
free search engine PubMed which ac-
cesses to the MEDLINE database of refer-
ences and abstracts of articles from jour-
nals covering medicine, nursing, phar-
macy, dentistry, veterinary medicine,
healthcare, biology and biochemistry
[1][6]. The aim of this platform is to fa-
cilitate semi-automated enrichment analy-
sis for ADE Ontology [2] [3]. It offers an
automatically updated ADE Corpus.

Keywords: Adverse Drug Event, Corpus, Ontol-
ogy, MEDLINE, Reference Management.

1 Introduction

Adverse Drug Event (ADE) is an incident which
occurs throughout the healthcare system when
the medical intervention is related to drugs [4]
(i.e. administration of Panadol-acetaminophen-
to a patient with severe liver injury includes
acute liver failure resulting in liver transplant or
death, administration of Panadol-acetaminophen-
to patient using Teriflunomide may cause liver
problems). In order to propose an ADE preventive
system, Nakhla and Nouira in [5] suggest to
construct an ADE ontology. Their target was to
standardize the knowledge representation of the
ADE domain and to allow their system using
standard structured data.

The weakness of this ontology is the fact that it
is static. So this paper proposes a new approach to
enrich the ontology and enables it to change when-
ever a new publication concerning ADEs appears
in MEDLINE database.

This paper is organized as follows: Section 2
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presents the requirements Definition. Then Sec-
tion 3 discusses steps to construct an ADE cor-
pus. After that, Section 4 discusses results. Finally
Section 5 presents the conclusion and the future
works.

2 Requirements Definition

The aim of this work is to build a tool so called
ADETermino, able:

e to connect to MEDLINE database,

e to import, automatically, the papers dealing
with ADE into a specific database so called
“ADE Corpus” whenever there is a new pub-
lication.

Several free and paid tools are available. Such
tools are called Reference Management (RM)
tools. RM tools are widely used to store, organize
and manage bibliographic references for research
papers [8]. There are many RM tools able to im-
port files from MEDLINE (i.e. Bibdesk, EndNote,
RefDB, refbase, Zotero, colwiz ). All these tools
are oriented medical domain in general and not
specialized on ADE field. All these tools need hu-
man intervention to import papers [6]. All these
tools make redundancy, every time when they are
sought to access the database. Gilmour et al. [7]
can download former files. To address these prob-
lems we propose:

e To standardize the file structure in order to
reduce their spacial complexity,

e To automate the process of search,
o To decrease the time duration.

3 Steps to construct ADE Corpus

This subsection presents five steps to construct an
ADE specialized corpus as illustrated in Figure 1:
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Figure 1: Automatic connection to MEDLINE.

Step 1: Automatic connection to MEDLINE
ADETermino automatically connects to MED-
LINE via PubMed interface [8]. It uses Medical
Subject Headings (MeSH) vocabulary thesaurus
[1] which is controlled by U. S. National Library
of Medicine (NLM) [10]. MeSH contains over
than 20.000 terms. The interest is to avoid
synonymy and facilitate database querying [9]
[10].

Step 2: ADEQuery (Query to extract papers
dealing with ADEs).
To formulate ADEQuery, a specific ADE field
keywords are selected from MeSH thesaurus (see
Figure 2).
The query structure is as shown in Figure 3:

Entry Terms:

= Drug Refated Side Effects and Adverse Reactions
+ Adverse Drug f=action
+ Adverse Drug Reactions
+ Brugfeaction, adverse
« Brug Reactlons, Adverse
= Adverse Crug Event

» Adverse Drug Events

- BIFUE &venes, Adverse

« Evont, Adverse Drug

= Ewents, Adwerse Drug

» Orug Texicitles

+ Toxiclties, Drug

= Toxicity, Orug

Previous Indening:
+ Substance Aclated Dlsorders (1998-2013)
See Also:

= Druginteractions
= Clinical Trials, Phase T as Topic

Figure 2: keywords selected form MeSH
Thesaurus

Step 3: ADE papers Downloading IDLIST
is the result of ADEQuery. This file contains
identifiers (PMID: PubMed Identifier) of all

URL{"http:/ fwww.nchi.nlm.nih.gov/pubmed?T

erm = { "adverse drug event" (mesh terms OR
all fields OR subheading) OR "adverse drug
events' (mesh terms OR all fields OR
subheading) OR "Drug Evert, Adverse" {mesh
terms OR all fields OR subheading) OR "Drug
Events, Adverse" {mesh terms OR all fields OR
subheading) OR "Event, Adverse Drug" (mesh
terms OR all fields OR subheading) OR
"Events, Adverse Drug" (mesh terms OR all
fields OR subheading})&presentation=XML"};

Figure 3: ADEQuery

papers selected by the ADEQuery (see Figure 4).
The advantage of the use of IDLIST is the fact

Figure 4: IDLIST

that it saves the old papers already selected by
ADETermino and whenever it is restarted it will
download only the recent ones. ADETermino will
use IDLIST to download papers as “WEB format”
and convert them to “XML format”.

Step 4: XML files parsing the step 3 resulting
XML file contains a lot of unused tags which cause
a slowdown in the concept parse process. ADE-
Termino normalize the structure of the XML paper
and store it as an XML file. This normalization is
based on a Document Type Definition (DTD) [11]
proposed in order to describe the new XML file
model and to know which tags must be selected



from the initial XML file (see Figure 5). Table 1: Comparative between ADETermino and

some RM tools.

<ELEVENT BASE (Aricks)>

Search Process Average Paper Size

<ELEVENT Artices (aricle)»

ADETermino Automatic 543.4 Byte (0.44 KiloByte)
<ELEMENT attle (AricleTitle AbstracText Keywordist)» Bibdesk Manual 3791.7 Byte (3.7KiloByte)
ATTLST a4 COATA EndNote Manual 3791.7 Byte (3.7KiloByte)

FREQURED Zotero Manual 3791.7 Byte (3.7KiloByte)
PUID CDATA RefDB Manual 3791.7 Byte (3.7KiloByte)

HREQURED
Authorst CDATA
HREQURED
DateCreated COATA
HREQURED

»

<ELEMENT ArickTitle ( #PCDATA)>
<JELEMENT AbstractText ( #PCDATA)>
<ELEMENT Keywordist { #PCDATA}:

—
T = b o = TS D O — O3 L et Mo —a

T

Figure 5: DTD for initial XML files

Step 5: ADE Corpus creation After XML pars-
ing according to the proposed DTD, the new file
will be stored in a corpus called ADE Corpus. An
ExteractionTag Algorithm will be executer to split
the XML file into two files “Abstracts.xml” and
“Keywords.xml”. The first file contains all the ab-
stracts selected from the XML file and the second
file contains the keywords without redundancy and
sorted according to the number of occurrences of
each keyword (see Figure 6).

Absract 1

Absract 2

Absract 3

Absract ..

Abstractsxml | - -~ - - >
==
XMLfiles

8| Keywordsaml [ » Ustiwl
Listkw 2

Listkw 3

ADE Corpus
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Figure 6: ADE Corpus

4 Discussion

This section presents ADETermino results: Table
1 shows the results of a comparative study be-
tween ADETermino and some popular tools.

ADETermino outperforms the other tools. It has
an automatic search process and it decrease the
size of papers downloaded from MEDLINE.

For example, the average paper size of 20
papers downloaded by the different tools
is 0.44KiloByte for ADETermino and
3.7KiloByte for all others. Whenever ADETer-
mino is executed, it downloads the new papers
dealing with ADE. Until now, ADE corpus con-
tains 1685 papers from which are generated 1685
abstracts and 362 keywords without redundancy
(see Table 2).

Features of ADETermino ADETermino :

e Standard : All papers have the same struc-
ture.

e Complete and Precise : It contains all pa-
pers found in MEDLINE specialized on ADE
field.

o Up-to-date : The latest papers added recently
in MEDLINE are automatically added.

e Coherent and non-redundant : Don’t find
the same paper more than once.

Table 2: ADE Corpus Content

Abstracts Number ~ Keywords Number

ADETermino 1685 362

5 Conclusion

This paper proposes a new web platform so called
ADETermino.

ADETermino uses MEDLINE database to con-
struct and update automatically an ADE Corpus.
ADE Corpus will be used to enrich the ADE On-
tology whenever a new publication concerning
ADE appears in MEDLINE database,on the first



hand, and it will be useful to researchers and ex-
perts to find excatly that they are looking for on
ADE field on the second hand.

The obtained results show the performance and the
effectiveness of ADETermino compared to other
RM tools.

e ADETermino standardizes the file structure
in order to reduce space complexity.

o ADETermino automate the search process.

e ADETermino decreases the downloaded pa-
per size in order to reduce time complexity.

Future works will be fulfilled :

e To access to different bibliographic databases
sources such as Science Direct, BIOSIS Cita-
tion Index, Current Contents ans Science Ci-
tation Index...

e To extract concepts, relationships and in-
stances from ADE Corpus to enrich ADE On-
tology.

References

[1] Mouillet, E. (2008). PubMed 2009 La nouvelle
interface de recherche avancee (Advanced Search).
Cahiers de Santé, 18(4).

[2] Agirre, E., Ansa, O., Hovy, E., and Martnez, D.
(2000). Enriching very large ontologies using the
WWW. arXiv preprint cs/0010026.

[3] Mrabet, Y., Bennacer, N., and Pernelle, N. (2012).
Enrichissement contrl” de bases de connaissances
partir de documents semi-structurs annots. Actes
des 23es Journes Francophones d’Inghierie des
Connaissances-IC 2012, (ISBN 978-2-7466-4577-
6), 17-32.

[4] Nebeker, J. R., Barach, P., and Samore, M. H.
(2004). Clarifying adverse drug events: a clinician’s
guide to terminology, documentation, and reporting.
Annals of internal medicine, 140(10), 795-801.

[5] Nouira, K., and Nakhla, Z.(2012). Development of
Ontology for the Representation of Adverse Drug
Events of Diabetes Disease. International Journal of
Computer Applications, 42.

[6] Hardy, G. J., and Robinson, J. S. (1996). Subject
guide to US government reference sources. Libraries
Unlimited.

[7] Gilmour, R., and Cobus-Kuo, L. (2011). Refer-
ence management software: a comparative analysis
of four products. Issues in Science and Technology
Librarianship, 66(66), 63-75.

[8] Emanuel, J. (2013). Users and citation management
tools: use and support. Reference Services Review,
41(4), 639-659.

[9] Meusel, R., Niepert, M., Eckert, K., and Stucken-
schmidt, H. (2010). Thesaurus extension using web
search engines. In The Role of Digital Libraries in
a Time of Global Change (pp. 198-207). Springer
Berlin Heidelberg.

[10] Boudry, C., and Bozet, G. (2004). Recherche bibli-
ographique en biologie et en mdecine: du bon usage
de Medline Pubmed. M/S: mdecine sciences, 20(8-
9), 804-807.

[11] Bosak, J., Bray, T., Connolly, D., Maler, E., Nicol,
G., Sperberg-McQueen, C. M., ... and Clark, J.
(1998). W3c xml specification dtd.



An Application of the Peak Over Threshold Method
for Ozone Data Modeling

NOUIRA Kaouther
BESTMOD Laboratory, ISGT
Université de tunis
Tunis, Tunisia
https://orcid.org/0000-0002-9001-3686

Abstract— This paper presents a new approach to monitor
air quality. It studies the statistical behavior of the extreme
Ozone concentrations by fitting the parameters of the
Generalized Pareto Distribution. The results show the good
performance of this method in estimating the return level of
Ozone concentrations for different return periods.
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. INTRODUCTION

Several pollutants are responsible for air pollution. Ozone
is considered among the most air pollutant that have harmful
effects for environment and human health [1]. In fact, Ozone
can damage ecological resources [2] and can cause complex
health problems such as severe cardiovascular and lung
diseases [3].

Many studies were done to monitor Ozone concentration
[4], [5], [6]. Most of them are limited to forecast the future
concentration value but never to know the probability of
occurrence of future extreme Ozone concentrations. Such
problem can be solved with the Extreme Values Theory
(EVT).

EVT is a discipline that seeks to model and analyze the
stochastic behavior of extreme values [7]. In recent years,
EVT is considered as a field of research in several areas [8]
such as financial field [9], demography field [10],
environment field [11] ... etc. It has been applied in order to
estimate the extreme events of phenomena.

EVT proposes two approaches for modeling extreme
events, the Block Maxima (BM) approach [12] and the Peak
Over Threshold (POT) approach [13]. Such approaches are
used to estimate the probability of occurrence of extreme
events. Each approach has its own distribution. The
Generalized Extreme Values Distribution is used in BM
approach (to analyze blocks maxima) [14] and the
Generalized Pareto Distribution is used in the POT approach
(to analyze the threshold exceeding) [15].

The BM approach is a parametric approach that consists
of dividing the sample of observations into equally sized
blocks and calculating the maximum of each block [16]. BM
approach requires the estimation of the Generalized Extreme
Values Distribution parameters to analyze extreme events.
But, the fact of dividing the sample into a set of blocks and
taking the maximum value of each block may cause
information loss, because the block can contain several
maximum values, as it may contain no maximum value [17].
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However, the POT approach improves the performance by
analyzing and modeling all observations that exceed a specific
threshold using the Generalized Pareto Distribution (GPD)
[22]. For this reason the POT approach will be used in this
paper to estimate extreme return levels of Ozone
concentrations.

The paper is organized as follows: the second section
presents the principle of the POT model and the GPD
parameters by using the maximum likelihood estimator, the
third section discusses the graphical approaches to selecting
the best threshold, section 4 describes the parameters
estimation of the GPD, section 5 deals with the model
validation that is based on the calculation of the diagnostic
plots and finally the section 6 presents conclusions and
perspectives.

Il.  THEORETICAL DISCUSSION

The POT approach is used to extract from a sample of
observations a set of extreme values.

It consists of:
Choosing a threshold u.

Building a sample of all observations that exceed the
threshold (Extreme Values).

Analyzing and modeling all observations that exceed
a specified threshold using the GPD.

The threshold value should not be very small to avoid
regular observations, and should not be very large to miss
extreme values. The choice of the threshold level can be done
through the GPD mean excess function which offers a
graphical method for selecting the appropriate threshold [18].
It is interested in approaching the asymptotic distribution of a
random variable x as long as it exceeds the threshold.

The difference between the observed value Xj and the
threshold u is the excess calculated in eq.1.

yi=x —u 1)

The probability that a random variable x of the
sample exceeds a specified high threshold level is expressed
by the unknown distribution function F. This function can be
estimated by a conditional excess distribution function Fu(y)
defined as.

F(y)=Px—-u<y|x>u) )
_Flu+y)-Fw)
B 1—-F(u



For 0 < y < xj, where X is either a finite or infinite right
endpoint of the underlying distribution F.

The GPD of observations above threshold is:
1 3
1—(A+E5E5e+0 ®)
Gf,ﬁ(x) = xﬂ ,
1-e Fé=0

whith:
x=0,ifE=0
0Sx£—?if§<0'

The Generalized Pareto Distribution has two parameters:
B > 0: Scale parameter representing the variance.

& € R : Shape parameter representing the tail index
or the extreme value index.

which are estimated by the maximum likelihood [19].

I1l.  EMPIRICAL DISCUSSION

The POT approach is applied on an hourly series of Ozone
concentration in Gabes region in Tunisia during year 2011.
The POT method in based on the following points:
e Threshold selection by graphical approaches.

e Studying the statistical behavior of excess.

o  Fitting the parameters (8 and &) of GPD.
The mean residual life plot, the modified scale and the shape
plots are graphical approaches for choosing the best
threshold.
According to [19] and [20], the threshold is in the interval
where the mean excess function decreases linearly with the
threshold values.
In the mean residual life plot (see fig.1), the mean excess
function decreases linearly in the [0,45] interval.
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Figure 1: Mean Residual Life plot

Fig.2 and fig.3 present the second graphical approach for
threshold selection which says that the adequte threshold
corresponds to constant modified scale and shape parameters
[20] which gives the same interval.
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Figure 2: Shape parameter plot
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Figure 3: Modified scale parameter plot

After determining the threshold interval, a simple estimate of
the distribution parameters for different threshold values is
summerized in table 1.

TABLE I ESTIMATION OF SCALE AND SHAPE PARAMETERS
u 10 20 30 35
Scale (p) | 274873 | 160905 8.69476 | g 37417
(L5037) | (0.9227) | (g 6a107 | (05921)
20.2281 | -0.1259 | -0.01587 | 0.04838
Shape (§) | (0.0167) | (0.0180) | (0.03305) | (0.0468)
Loglikelihood | 2851.884 | -1212.57 | Jpa7oae | 40 cous
Number of 349 332 14 155
exceedances
] 40 41 42 45
39503 | 32761 | 30819 | 12414
Scale (B) | (os575) | (0.5228) | (0.5583) | (0.4006)
Shape () 02045 | 02765 | 03235 | 0.8366
P (0.0915) | (0.1132) | (0.1318) | (0.3078)
Loglikelihood | »5 9975 | 179.8073 | 142.0430 | 65.69194
Number of 83 73 58 32
exceedances

In table 1 scale and shape parameters of the GPD are
estimated for different threshold values in the interval [0,45].



The best threshold is selected when the POT parameters are
approximately stable [21].

For the values of thresholds 40, 41 and 42, the shape and the
scale parameters are roughly constants. So, we conclude that
the threshold is optimal for these several values.

QQ-pot (see fig.4), probability plot (see fig.5), density plot
(see fig.6) and return level plot (see fig.7) are used as
diagnostic plots for threshold values in order to assess and
validate the quality of a fitted GPD. Diagnostic plots
represent a validation model used to verify the quality of the
estimated model. Data is well fitted by the GPD if both QQ-
plot (see fig. 4), probability plot (see fig. 5) are approximated

by a linear line. This improves that the data is well fitted by
the GPD. The diagnostic plots for each of these three possible
threshold values gave the same pattern (see fig. 4, 5, 6 and 7).

Therefore, the model can be applied to estimate the return
level of Ozone concentrations for different return periods.
Refer to fig.7 the Ozone concentration will have a peak after
a year (in 2012) with an estimated value of 43, a second peak
(in 2013) with an estimated value of 44, a third peak (in 2016)
with an estimated value of 46 and so on.

with a ratio of quantities and units. For example, write
“Temperature (K)”, not “Temperature/K”.
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IV. CONCLUSION

Several deterministic and statistical models have been
developed to evaluate extreme values and to estimate the
probability of occurrence of rare events.

In this context, the EVT is used to predict extreme
pollutants concentrations. The POT approach using GPD is
used to estimate extreme return levels of Ozone
concentrations (an hourly series of Ozone concentration in
Gabes region in Tunisia during year 2011 is used) for several
return periods.

The results show that the method worked well by giving
good estimates of extreme values for 200 years to come. The
estimated values of the first two years (2012 and 2013) have
been verified and validated. Such results motivate the use of
POT approach in anomaly detection in medical field to
estimate the probability of occurrence of a heart attack or a
cerebrovascular accident.
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Abstract—Over the last years, intelligent applications have
become available to tourists. These applications offer the
possibility of recommending a list of points of interest and
generating personalised routes.

This paper deals with the Tourist Trip Design Prob-
lem(TTDP) with Clustered Points of Interest and taking into
account the tourist budget, where the points of interest are
grouped in clusters representing different categories. The
TTDP with Clustered Points of Interest, known to be a hard
constrained optimization problem and is modeled as a Team
Orienteering Problem With Time Windows (TOPTW) which is
a NP-hard problem. As it is a case, we propose a methaheuristic
approach to generate satisfactory scenarios for TOPTW.

This paper introduces a new solution method for solving
the TOP with hard Time Windows constraints. An integer
programming model is formulated with the objective of
finding the maximum of the sum of the collected profit
by given a set of locations, each have a score, a service
time, a time window and belongs to a category. The main
contribution of this paper is a Memetic algorithm improved
with a tabu search procedure to solve the TOPTW. The
proposed algorithm is applied to benchmark instances. The
results provided by the proposed algorithm are compared
with those obtained by solving the mixed integer linear
programming formulation. Computational results carried out
on real and real-like instances show the proposed heuristic is
competitive with other solution approaches in the literature.

Index Terms—Team Orienteering Problem, Time window,
Tourist trip design problem, Clustered point of inter-
ests,heuristic optimization, Memetic algorithm, Tabu search
procedure.

1. Introduction

Tourists visiting countries and cities, for a given period
of time, are faced with the challenge of choosing points of
interest (POIs) would be more interesting to visit. Therefore,
it is not possible to visit everything they are interested
in, they have to choose what they believe to be the most
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interesting attractions as well as in the order they should be
visited.

The challenge is to make a feasible route in order to
visit the most valuable attractions with taking into account
their budget and the available time span. Assuming that
tourists appreciate the assistance of a personalized tourist
guide when planning their trip.

We designed the problem as a Tourist Trip Design
Problem (TTDP), in which tourist can find the the optimal
route to their trip that involves a number of constraints such
as the visiting time required for each POI, the POIs visiting
days/hours, the traveling distance among POIs, the time
available for sightseeing on a daily basis and the degree
of satisfaction (profit) associated with the visit to each POI
(based on personal profile and preferences).

The TTDP presents a trip solution that maximizes the
satisfaction of the tourist while taking the above constraints.
Typically, the team orienteering problem with time windows
(TOPTW) is a simplified version of the TTDP [6].

In this paper, we present the Tourist Trip Design Problem
with grouped POIs.We consider that the set of POIs are
grouped by categories representing different types of visiting
sites (culture, adventure, family,sea, restaurant, etc.). We
give a set of geographical locations, each location with a
service time, a score and a time window. A service cost
is associated for each visited location. The main aim is
to maximize the sum of the collected scores (maximum
of profit for the tourist) by a fixed number of routes (one
for each day of staying) while respecting the budget of the
tourist.

The routes must start and end at a given starting location
(which represent the hotel) and the duration of each route.
As well as, a route visits locations at the appropriate time
and it is limited by a length. The routing inside this problem
has to be calculated in real-time in order to react to tourist
actions and preferences or unexpected events.

The TTDP has become a very interesting research topic
in recent years due to the high tourists re-quests and expec-
tations. The involved challenge is to plan varied routes for
tourists in order to exploit the time allocation for all days
tour in the most effective way visiting the most interesting
points.



Souffriau et al. [12] use a Guided Local Search to solve
the simplest form of the tourist trip design problem, wherein
a plan has to be devised by only taking into account the
maximum allowed distance. Souffriauet al. [13] improve
their approach by taking into account the opening hours of
POIs for one day, then test the feasibility of the planning tour
algorithm on a mobile with limited computational resources.

Rodriguez et al. [14] developed a tool involving an
interactive multi-criteria techniques for providing tourists
with the tour route best suited to their needs. They have
applied a Tabu Search procedure for solving multi-objective
metaheuristic using an adaptative memory procedure.

Tsai and Chung [8] propose a recommended system
which provided personalized visiting routes for visitors in
theme parks, with consideration for visitor behavior and
real-time information.

Liu et al. [7] introduced a novel personalized route
recommendation system to reduces total visiting time and
to provide self-drive the tourists with real-time.The provided
route recommendation services for self-drive tourists based
on historical and real-time traffic information.

All of the above studies broadened the options of a
personalized service and have focused on the functionality
of tourist recommendation systems while providing specific
applications. The used algorithms to solve the TTDP were
primarily for expanding the functionality of systems and
improve the performance. Numerous researchers pointed out
that the TTDP can be modeled by using an OP.

The team orienteering problem (TOP) is known as an
NP-hard combinatorial optimization problem [15]. It has
been applied to several real world applications, such as the
sport game of team orienteering, the recruiting of college
football players, the scheduling of routing technicians ser-
vice and the pickup and delivery services involving the use
of common or private carriers [16].

There are various variants of the TOP exist and one
of them takes Time Window constraints into account
(TOPTW). Many heuristic and meta-heuristic approaches
for the TOPTW are developed.

Vansteenwegen and Oudheusden [1] extends the TOP
by adding the constraint of limited time availability of
serviced nodes, which is the opening and closing hours of
a POIs. Exact solutions are feasible for the TOPTW with
very restricted number of nodes (e.g. Li and Hu [17] used
on networks of up to 30 nodes).

In the light of the complexity of this problem, the
TOPTW literature exclusively involves heuristic algorithms
and are meta-heuristics methods that involve.

Kantor and Rosenwein [18] were the first to work on the
OPTW, first they describe a simple insertion heuristic. The
location which has the highest ratio (score over insertion
time) is the most inserted into the tour, while respecting
any of the time windows. Second, they propose a depth-first
search tree algorithm that constructs partial routes, begin-
ning from the start location by using the insertion heuristic.
Partial tours are abandoned if they are non-realisable or/and
if they are not likely to yield the best total score.

Righini and Salani [19] apply a bi-directional dynamic

programming to solve OPTW to until obtaining the optimum
combination with a technique called “decremented state
space relaxation” that serves to reduce exponentially the
number of states to be explored.

Vansteenwegen et al. [2] considers the TOP with time
windows in the setting of a personalized electronic tourist
guides, where the problem is solved by an iterated local
search approach. In the PhD thesis of Souffriau [20] an it-
erated local search approach for the TOPTW was discussed.

More recently, Labadi et al. [21] propose a local search
algorithm based on a variable neighbourhood structure for
the TOPTW. In the local search routine they tries to replace
a segment of a path with other nodes that are not included
in a path and that offer more profit. In order to ensure this,
they relate to the TOPTW an assignment problem based on
that solution, the algorithm decides which arcs to insert in
the path.

An heuristic algorithm based on simulated annealing
(SA) for the TOPTW was proposed by by Lin and Yu [23]
. A neighbouring solution is obtained on each iteration by
using one of the moves swap (insertion or inversion) with
equal probability. If new solution is more profitable than
the currently best found solution, it is adopted and becomes
the current one, else it is accepted with the probability
of decreasing with increasing profit loss. After applying a
certain number of iterations, the best solution found so far
is further improved by applying local search.

Hu and Lim [4] deal with an iterative three-component
heuristic (I3CH) for TOPTW. To our knowledge, the I3CH
offers the highest quality solutions, but with high execution
time. First each route is obtained from the local search,
then simulated annealing procedure is inserted into a pool of
routes. Finally in the route recombination step, the disjoint
routes from the pool with the highest picked total profit,
hence deriving to the best quality solution.

The aim of this paper is to propose new algorithm to
solve the TOPTW(or the tourist trip design with clustered
POIs) which combines highly effective memetic algorithm
with Tabu search procedure. The proposed algorithm has
been tested in terms of various performance parameters such
as the solutions quality and execution time. The algorithm
is compared with the results obtained by solving the MIP
formulation of the proposed problem. The performance of
the solution method also has been compared against the
current approaches proposed to solve this problem from the
literature.

The remainder of the present paper is organized as fol-
lows: Section 2 the problem description, the main assump-
tions and the proposed mathematical model are presented.
In Section 3, the proposed solution method is introduced.
In Section 4 Extensive computational experiments are pre-
sented. Finally, Section 5 concludes the paper.

2. Description of problem and mathematical
formulation

As stated above, the TTDP can be modeled as a TOPTW.
The main objective of the TOPTW is to maximize tourist



satisfaction by selecting points of interest (POIs) that match
tourist preferences, thereby maximizing tourist satisfaction,
while taking into account a multitude of parameters and
constraints.

For a TOPTW, we gives a complete undirected graph
G = N,FE, each edge t;; have a positive weight that
represent a travel time spend from location ¢ to location
7. The nodes 7 = 0 denotes the starting and end ending
location that usually corresponds to the hotel. Each POI can
be included in at most one route. The sets of POIs of each
category ¢ € C' constitute a partition of the set of POIs 1.

The minimum and maximum number of visited POIs
of category c is bounded by given values Min, and Max..
The number of visits to a given cluster can be fixed by using
equal bounds Min. = Max.. We can also model one side
limits by choosing Min. to 0 or Maz. to the number of
POIs of category c.

For each pair of nodes, ¢ and j , is known the travel time
t;;.For each i € N we have p; a profit that is collected when
the node i is visited. [O;, E;] is a time window defining the
feasible arrival time at the node and s; the amount of service
time expended for visiting the node 1.

This are the end-points of the computed path, where
pr=p,=0,s1=5,=0,a1=a,=0and by =b, =T,
with T}, represent maximum feasible arrival time at final
node, that is Tyyaz = Maz;cn\1,nbi + 8i + tin.

The problem a set K of m non-overlapping elementary
paths shall be calculated (expect the origin), each path k €
K is an ordered sequence of nodes that start from node 1
and end at node n. Given a solution, v; indicate the arrival
time at node <.

We introduce A a set of directed arcs, such as
Vi, jE, (i,7), (4, 4) € A with t;; = t;;. If we now define a
binary variable xfj and an integer variable that containing
the time customer i is visited in path k, zF = 1 if
the location 7 is not in path k£ and it corresponds to v;
otherwise. The problem can be formulated as a Mixed-
Integer Programming as follows. First we define the

following sets, parameters and variables.

Sets:
N a set of locations
C a set of categories
K a set of routes
I a set of POIs
M a large constant
B a tourist budget
I¢ a set of POIs belonging to category c

Parameters :
O, The opening time on time window
E; The ending time on time window
tmae The maximum time for each visit
t;; The travel time from location ¢ to j
s; The service duration at location
p; The positive profit that is collected when the location 4

is visited

¢; The cost of the service at location 1

Min, The minimum number of visited POIs of category c
Maz,. The maximum number of visited POIs of category c

Variables:

ok 1 if arc (.i, j) € Aisin path k
Y 0 otherwise
x ) 1 if POI 7 is included in path &k

Y =91 0 otherwise

Sk 1 if the location ¢ is not in path k
v v; otherwise

zki= 1if i does not mean anything and it corresponds to

otherwise.

The proposed formulation aim

to maximize the

total collected score S, which enables to maximize the
satisfaction of the tourist (maximize the total collected

profit):

D okeK 2o(i)EN pix?j

itsubject to

D ke ZjeN xfj <1
EjeN xlfj =1

EjEN xﬁj =0
2ieN g, =1

Z§+tij+8i*M(17{Ek»)§Zk

EieN foh -

Mine <3¢ y¥ <Max,
x5; € {0,1}
Zf c Z+

yy € {0,1}

ey

Vi e N(2)

vk € K(3)

Vh e N\ {1,n},Vk € K(4)
vk € K(5)
vk € K(6)

Vi € N,Vk € K(7)
Vi € N,Vk € K(8)
Vi € N(9)

Vi e N(10)

Vk e K,ce C(11)
Vi, j € AVk € K(12)
Vi € PYk € K(13)

Vi e V,Vk € P(14)

e Constraints (2) impose that each customer is visited

at most once.

e Constraints (3), (4) and (5) impose that paths have a

feasible structure.



e Inequalities (6) and (7) deal with time windows re-
strictions.

o Constraints (8) impose that a POI can be visited only
by a route that she was assigned.

e Constraints (9) ensure that the budget is respected
during the travel.

e Constraints (10) impose that each POI can be assigned
to at most one route.

e Constraints (11) impose that, for each category ¢ , the
number of POIs are visited in each route is between
Min. and Mazx..

e Finally, constraints (12), (13) and (14) define the
domain of variables. Note that the special case where
m = |P| = 1 corresponds to the OPTW.

3. A memetic algorithm for the TOPTW

The Memetic algorithm (MA) [3] is a powerful algo-
rithm that combines an evolutionary algorithm and lo-
cal search techniques. We present a general architecture
of our MA for TOPTW in flowchart 1. The procedure
starts with population initialization by creating feasible
solutions that will improved with a tabu search pro-
cedure, the presented algorithm iterates between two
phases, a crossover operator and a mutation operator.
For each iteration we select a new population at the
end. The process stops when we achieve a maximum
number of generations is reached. More components
derails of the memetic algorithm are presented in the
following sections.

3.1. Creating initial population

Creating the initial population P starts by composing a
sequence of solutions S1, 52, ..., Sp. For each solution
from the initial population we predefine starting and
ending nodes. Then we pick randomly a node i ¢ S
from the obligatory node set O and insert it at the
best position in the current solution. This process is
stopped wen all the obligatory nodes are included in
our solution S.

The 3 — opt operator is used to shorten the path length
of solution. It involves deleting 3 edges from one
route, then reconnecting this route in all other possible
ways, and finally it select the best path among the new
ways [5]. Each newly constructed solution is improved
with a tabu search procedure before insertion into the
population, and is detailed in the next section.

3.2. Tabu search

The tabu search procedure is important component of
our memetic algorithm. At each stage of the improve-
ment, the memetic algorithm selects probabilistically
between two evaluation functions, ®1 and ®2 to allow
for violation of the time constraint and the tourist
budget.

Start

| Creating the initial population
P={51,52, . 5p}

| Tabu Search

W

| Evaluation |

yes _—Terminal

Terminate |

: diti
Indicate best solution | L Rk

met?

No

b,

| selection |

L

| Crossover |

| Mutation |

| Tabu Search |
(local improvement phase) \

Figure 1. Flowchart of the proposed Memetic algorithm

The main components are detailed thereafter. Starting

from a solution S, the iterations of the tabu search

consists in determining the best non-tabu solution, with

a maximisation of ® value, By combining the three

neighborhoods of non-tabu solution using three move

operators (ADD, DROP and SWAP). The three move
operators are defined as follows:

e ADD used to insert an optional node at the best
position in .S that were not included in the current
solution

o SWAP used to exchange an optional node which did
not exist before in .S with an optional existing node
in S

e DROP used to delete an optional node from S

A 3—opt move operator is only applied once to shorten

the length of the Hamiltonian path of the solution [5].

The g parameter reduced by a factor of 2 if feasible

solutions have been achieved or increased by a factor

of 2 if infeasible solutions have been achieved.

Eventually, the best-found solution S* is replaced by

S if S is feasible and if its higher then S* in terms of

the total collected score.If an improvement for the best

solution S* was not achieved during the iterations, we
return S* as the final output of the tabu search.

3.3. Crossover operator

In our memetic algorithm he crossover operator is
applied, at each generation, to create two new offspring



individuals. The combination of two selected parents
solutions randomly from the population, and creates
two new offspring individuals, that will be added to
the population.

The crossover operator based on backbone [28,29],
where the subset of nodes shared in the two parents
presented by the backbone of s; and so (s; N s2)
having respectively offspring o; and os.

The construction of offspring starts by identifying the
subset s’ of common nodes in the two parents s; and
so where ' = {v:v € s1,v € s2}.

Then all the nodes from s’ ares respectively copied to
01 and o9 by keeping the same order in their parents
s1 and so. If t(o1) < tmaz> We select a node &k from the
candidate set {v : v € I'\o1,| OyNo; |=0,t(01)+e, <
tmax } then we insert it at the best position in offspring
01. Repeat the process until no new node can be added
while respecting the time constraint violating. And we
apply the same process to obtain o,.

3.4. Mutation operator

If all the nodes from have the same order in both
parents, we apply a mutation procedure each newly
generated offspring o. The mutation procedure consists
in applying random p Add-Move or Swap-Move to
each offspring o, where the parameter ;v represent the
mutation strength.

When we apply Add-Move the node from the set {v :
v € I\ o} is randomly selected and inserted at the
best position in offspring o. And when applying Swap-
Move, a node from the set {v: v € I \ o} is swapped
randomly with randomly selected optional node in o.
Note that the application of Add and Swap moves may
result the infeasibility in terms of respecting travel
time limit and budget constraints. We eliminate the
incompatibility by selecting randomly a node from the
candidate set {v : v € o\ M,| O, No |> 0} and
removing it from o.

Repeat the process until all the nodes in o are compat-
ible. The travel time limit and budget constraints vio-
lation is eliminated by randomly deleting an optional
node, until a feasible solution is obtained.

3.5. Population updating

As a consequence, the creation of an offspring o and
improvement with the tabu search procedure, o replaces
the worst solution S,,. The premature convergence
represent one potential risk of this classic replacement
strategy since o is introduced in the population regard-
less of its distance to other individuals.

We avoid premature convergence in the proposed
memetis algoritme and we ensures a diversified off-
spring through application of the crossover and muta-
tion procedure described previously.

4. Experimental results

In this section, we describe The computational ex-
periments carried out in our work. The aim of the
experiments is to evaluate the accuracy of the proposed
Memectic Algorithme to solve the introduced TTDP
with clustred POIs.

We shall present all results obtained by using a personal
computer with Intel® Core”™ i5-52000 CPU @
2.20 GHz 6,00 GO RAM and Windows 10 pro, x64-
based processor. The above mathematical model of
the TOPTW was coded using CPLEX 12.6. For the
proposed Memetic algorithm, JEE has been used.

In the numerical experiment, we tested our algorithms
on at set of instances contains 30 instances with 30
POIs. We consider a set 30 POIs clustered into 5
different categories (culture, adventure, family,sea and
restaurant). We tested our algo-rithms on two classes
of data instances, originally introduced by Montemanni
and Gambardella [11] for standard TOPTW.

Several parameters of the TTDP with clustred POIs
such as number of categories, the time windows, ser-
vice duration, minimum and maximum number of vis-
ited POIs of each category and the cost of the service
at the POI. The process of generating instances con-
siders 5 categories. The data relating to constraints for
category was defined based on the specific category.
The generated instances for each category are presented
in Table 1.

Category O; E; S; Mine.-Max,

Culture 8-9 17 2h
Adventure 10 20-22  2h-8h
Family 9-10 22-23  2h-5h
Sea 8-9 17-19  2h-5h
Restaurant  12-13  15-16  1h-2h

—_—0 = O =
T T
— N W=D

TABLE 1. CATEGORIES FEATURES

4.1. Results

To evaluate the performance of the Memetic Algo-
rithme, this is compared with other heuristics of the
state of the art for the TOPTW. We use the instances
presented in Montemanni and Gambardella [11] and
Vansteenwegen et al. [6] for the comparison. The per-
formance of proposed algorithm is compared against
the existing approachs: the Ant Colony Optimiza-
tion(ACO) heuristic of Montemanni and Gambardella
[11],the Variable Neighborhood Search (VNS ) of Tri-
coire et al. [9], and the Fuzzy y greedy randomized
adaptive search procedure (F-GRASP) of Expésito et
al. [22]. Our algorithm is designed for the TTDP with
clustred POIs that is a version of the TOPTW with new
constraint of tourist budget.



The tourist trip design problem with clustered POIs
while the time and budged constraints is supposed as an
NP-hard problem derived from several practical cases.
We present a highly effective memetic algorithm (MA)
to tackle the problem.

The goal of this work is to mathematically model and
the problem and formalize the problem to provide effi-
cient algorithm able to provide a high quality solution.
We proposed a mathematical model to optimize prob-
lem and solve it. To address these issues, we also
propose a Memetic Algorithm improved with a tabu
search procedure for the specific features of the prob-
lem, with the goal of generating high-quality solutions
within reasonable times.

On the basis of the contributions presented in this work,
several solid research directions are still open. They
include Time depending on the visit, multi-modal trans-
port, hotel selection and developed a support system
decision.

(1]

(2]

(3]

[4]

(3]

(6]

(71

(8]

Instance Set ACO VNS F-GRASP MA
rpe CPUqug rpe CPUqug rpe CPUqug rpe CPUqug
m= 4
cl101 1018 1048,1 1013 78,5 1020 484.8 1025 641,2
cl102 1142 1211,3 1139 90,1 1090 166,7 1102 198.,5
c108 1112,1 820 1123 70,8 1120 289.5 1124 289,9
c109 1172,1 916 1174 73,8 1150 270,5 1136,9 287,7
r101 608 55,1 610,2 40 605 128,5 599 131,2
r102 825.5 1924,5 828,4 58,4 828 840,2 826,4 977,1
r103 902,5 2622,2 909,8 68,8 854 774,5 875 687
r109 876,7 1374,5 870,5 55,3 832 93,7 824 104,1
r110 900,7 9253 898,1 70,7 868 181,8 846 174,1
rl11 932,4 1596,6 936,6 63,6 912 591,5 898 485,5
r112 947,7 1662,5 964.,4 63,3 907 83,7 901,7 345
rcl101 805.4 1324.,4 777,22 55,3 748 280,9 774,4 2972
rc102 899,4 2218,8 893,4 67 786,8 698,7 756.,4 765,4
rc103 941,8 2005,2 945.4 64,1 936 345,5 918 401,2
rc104 1013,4  2139,3 1033,5 64 1030 373,7 1034,8 397,8
rc105 867,4 1052,3 859 53,6 858 840,4 852,3 911,5
rcl6 901,4 2106,7 894.,4 49,6 891 4432 889,2 546,5
rc107 959,2 1763,1 958 53,8 945 1427.9 925.4 1223.4
rc108 10004 22222 1011,5 59,6 985 333,2 974,8 504,5
TABLE 2. COMPARISON OF RESULTS FOR 4 ROUTES.
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Abstract—The e-reputation is the key factor for the success
of different companies and organizations. It is mainly influenced
by the online reviews that have an important impact on the
company’s development. In fact, they affect the buying decision of
the customer. Due to this attraction, the spammers post deceptive
reviews to deliberately mislead the potential customers. Thus, the
spammer detection becomes crucial to control the fake reviews,
to protect the e-commerce from the fraudsters’ activities and to
ensure an equitable online competition. In this way, we propose a
novel method based on the K-nearest neighbor algorithm within
the belief function theory to handle the uncertainty involved
by the suspicious behaviors’ indicators. Our method relies on
several spammers indicators used as features to perform the
distinguishing between innocent and spammer reviewers. To
evaluate our method performance and robustness, we test our
approach on two large real-world labeled datasets extracted from
yelp.com.

Index Terms—Spammer detection, Online reviews, Fake re-
views, Uncertainty, Classification, E-commerce.

I. INTRODUCTION

Nowadays, internet gives the opportunity to people every-
where in the world to express and share their opinions and
attitudes regarding products or services. These opinions called
online reviews become one of the most important source of
information thanks to their availability and visibility. They
are increasingly used by both consumers and organizations.
Positive reviews usually attract new customers and bring
financial gain. However, negative ones damage the e-reputation
of different business which lead to a loss. Reviewing has
changed the face of marketing in this new area. Due to their
important impact, companies invest money to overqualify their
product to gain insights into readers preferences. For that, they
rely on spammers to usually post deceptive reviews; positive
ones to attract new customers and negative ones to damage
the competitors’ e-reputation. These fraudulent activities are
extremely harmful for both companies and readers. Hence,
detecting and analyzing the opinion spam becomes pivotal
to save the e-commerce and to ensure trustworthiness and
equitable competition between different products and services.
Therefore, different researchers have given a considerable at-
tention to this challenging problem. In fact, several researches
[71, [13], [14], [22], [25] have been devoted to develop per-
forming method capable of spotting fake reviews and stopping
these misleading actions. These approaches can be classified
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into three global categories; spam review detection based on
the reviews contents and linguistic features, group spammer
detection based on the relational indicators and spammer
detection.

Since spammers are the chief responsible of the appearance

of deceptive reviews, spotting them is surly one of the most
essential task in this field. Several approaches addressed this
problem [14] and succeed to achieve significant results. The
spammer detection techniques can be divided into two global
categories; graph based method and behaviors indicators based
methods.
One of the first studies that relies on the graph representation
to detect fake reviews was proposed in [31]. This method
attempted a spot of fake reviewers and reviews of online stores.
This approach is based on a graph model composed by three
types of nodes which are reviewers, reviews and stores. The
spamming clues are composed through the interconnections
and the relationships between nodes. The detection of these
clues is based on the trustiness of reviewers, the honesty of
reviews and the reliability of stores. Thanks to these three
measures the method generates a ranking list of spam reviews
and reviewers. This method was tested on real dataset extracted
from resellerratings.com and labeled by human experts judged.
However, the accuracy of this method is limited to 49%.
Similar study was proposed in [11] based also on the review
graph model. This method generates a suspicion score for
each node in the review graph and updates these scores based
on the graph connectivity using an iterative algorithm. This
method was performing using a dataset labeled through human
judgment. Moreover, the third graph related approach was
introduced by [1] as an unsupervised framework. This method
relies on a bipartite network composed by reviewers and
products. The review can be positive or negative according
to the rating. The method assumes that the spammers usually
write positive reviews for a bad products and negative ones for
good quality products. The authors use an iterative propagation
algorithm as well as the correlations between nodes and assign
a score to each vertex and update it using the loopy belief
propagation (LBP). This method offers a list of scores to rank
reviewers and products in order to get k clusters. Results were
compared to two iterative classifiers, where they have shown
performance.



The aspect of the behaviors indicators was introduced by [18]
to detect spammers. This method measures the spamming
behaviors and accord a score to rank reviewers regarding the
rating they give. It is essentially based on the assumption that
fake reviewers target specific products and that their reviews
rating deviates from the average rating associated to these
products. Authors assume that this method achieved significant
results. Another method proposed in [24] is based also on the
rating behavior of the each reviewer. It focuses on the gap
between the majority of the given rating and each reviewer’s
rating. This method uses the binomial regression to identify
spammers. One of the most preferment studies was proposed
by [12], which is essentially based on various spammers
behavioral patterns. Since the spammers and the genuine
reviewers display distinct behaviors, the proposed method
models each reviewer’s spamicity while observing his actions.
It was formulated as an unsupervised clustering problem in
a Bayesian framework. The proposed technique was tested
on data from Amazon and proves its effectiveness. Moreover,
authors in [12] proposed a method to detect the brust pattern
in reviews given to some specific products or services. This
approach generates five new spammer behavior indicators to
enhance the review spammer detection. The authors used the
Markov random fields to model the reviewers in brust and a
hidden node to model the reviewer spamicity. Then, they rely
on the loopy belief propagation framework to spot spammers.
This method achieves 83.7% of precision thanks to the spam-
mers behaviors indicators. Since then, behavioral indicators
have become an important basis for spammer detection task.
These indicators are used in several recent researches [17].
Nevertheless, we believe that the information or the reviewers’
history can be imprecise or uncertain. Also, the deceptive
behavior of users might be due to some coincidence which
make the spammer detection issue full of uncertainty. For
these reasons, ignoring such uncertainty may deeply affect the
quality of the detection. To manage these concerns, we propose
a novel method aims to classify reviewers into spammer and
genuine ones based on K-nearest neighbors’ algorithm within
the Belief function theory to deal with the uncertainty involved
by the spammer behaviors indicators which are considered as
features. It is known as the richest theory in dealing with all the
levels of imperfections from total ignorance to full certainty. In
addition, it allows us to manage different pieces of evidence,
not only to combine them but also to make decision while
facing imprecision and imperfections. This theory prove its
robustness in this field through our previous methods which
achieve significant results [3]-[6]. Furthermore, the use of the
Evidential K-NN has been based on its robustness in the real
world classification problems under uncertainty. We seek to in-
volve imprecision in the spammers behaviors indicators which
are considered as the fundamental interest in our approach
since they are used as features for the Evidential K-NN. In
such way, our method distinguishes between spammers and
innocents reviewers while offering an uncertain output which
is the spamcity degree related to each user.

This paper is structured as follows: In the first section, we

present the basic concepts of the belief function theory and
the evidential K-nearest neighbors, then we elucidate the
proposed method in section 2. Section 3 is consacred for the
experimental results and we finish with a conclusion and some
future work.

II. BELIEF FUNCTION THEORY

In section, we elucidate the fundamentals of the belief
function theory as well as the Evidential K-nearest neighbors
classifier.

A. Basics

The belief function theory, called also the Dempster Shafer
theory, is one of the powerful theories that handles uncertainty
in different tasks. It was introduced by Shafer [26] as a model
to manage beliefs.

1) Basic concepts: In this theory, a given problem is
represented by a finite and exhaustive set of different events
called the frame of discernment €. 2% is the power set of
Q that includes all possible hypotheses and it is defined by:
22 ={A: ACQ}.

A basic belief assignment (bba) or (a belief mass) represents
the degree of belief given to an element A. It is defined as a
function m*from 2% to [0, 1] such that:

S m(4) = 1. (1)

ACQ

A focal element A is a set of hypotheses with positive
mass value m®(A4) > 0.

Several types of bba’s have been proposed [29] in order to
model special situations of uncertainty. Here, we present some
special cases of bba’s:

o The certain bba represents the state of total certainty and

it is defined as follows: m‘?({w;}) = 1 and w; € Q.

o The categorical bba has a unique focal element A differ-
ent from the frame of discernment defined by: m‘*(A) =
1,VAC Qand m®(B)=0,VB CQ B # A.

o Simple support function: In this case, the bba focal
elements are {A4,Q}. A simple support function is
defined as the following equation:

w if X=0Q
m¥(X)={1-w if X = A for some A C Q
0 otherwise

2
where A is the focus and w € [0,1].

2) Belief function: The belief function, denoted bel, in-
cludes all the basic belief masses given to the subsets of A. It
quantifies the total belief committed to an event A by assigning
to every subset A of {2 the sum of belief masses committed
to every subset of A.
bel is represented as follows:

bel(A) = >

@#£BCQ

m®(B)
3)



bel(0) =0
“)
3) Plausibility function: The plausibility function, denoted
pl, calculates the maximum amount of belief that could be
provided to a subset A of the frame of discernment €.
Otherwise, it is equal to the sum of the bbm’s relative to
subsets B compatible with A.

pi(A) = X

ANB#D

m*(B)
(5)

4) Combination Rules: Various numbers of combination
rules have been proposed in the framework of belief functions
to aggregate a set of bba’s provided by pieces of evidence from
different experts. Let m$® and m$ two bba’s modeling two
distinct sources of information defined on the same frame of
discernment 2. In what follows, we elucidate the combination
rules related to our approach.

1) Conjunctive rule: It was settled in [30], denoted by
©) and defined as:

mP@ms(A) = Y mP(BmL(C)  (6)
BNC=A

2) Dempster’s rule of combination: This combination

rule is a normalized version of the conjunctive rule [8].

It is denoted by @ and defined as:

mSZ mQ A .
mf&ms(A) = {1_:35@ S if A#BYACK,
0 otherwise.

(N

5) Decision process: The belief function framework pro-

vides numerous solutions to make decision. Within the Trans-

ferable Belief Model TBM [30], the decision process is

performed at the pignistic level where bba’s are transformed

into the pignistic probabilities denoted by BetP and defined
as:

_ «— lANB| m2(4)
BetPB) = 3 = 1 moa))

VBeQ (8)

B. Evidential K-Nearest neighbors

The Evidential K-Nearest Neighbors (EKNN) [9] is one
of the best known classification methods based in the belief
function framework. It performs the classification over the
basic crisp KNN method thanks to its ability to offer a credal
classification of the different objects. This credal partition
provides a richer information content of the classifier’s output.
Notations

e 2 = {C1,C,...,Cy}: The frame of discernment con-

taining the IV possible classes of the problem.

e X; ={X1,Xs,...,X;n}: The object X; belonging to the

set of m distinct instances in the problem.

e A new instance X to be classified.

e Ng(X): The set of the K-Nearest Neighbors of X.

EKNN method
The main objective of the EKNN is to classify a new object
X based on the information given by the training set. A new

instance X to be classified must be allocated to one class of
the N (X) founded on the selected neighbors. Nevertheless,
the knowledge that a neighbor X belongs to class C; may
be deemed d as a piece of evidence that raises the belief
that the object X to be classified belongs to the class C\.
For this reason, the EKNN technique deals with this fact and
treats each neighbor as a piece of evidence that support some
hypotheses about the class of the pattern X to be classified. .In
fact, the more the distance between X and X is reduces, the
more the evidence is strong. This evidence can be illustrated
by a simple support function with a bba such that:

mX7X1‘, ({Cq}) = Q) eXpi('Ygd(X!Xiﬁ) (9)

Where;

e «p Is a constant that has been fixed in 0.95.

o d(X,X;) represents the Euclidean distance between the
instance to be classified and the other instances in the
training set.

e 7, assigned to each class C/; has been defined as a
positive parameter. It represents the inverse of the mean
distance between all the training instances belonging to
the class Cj,.

After the generation of the different bba’s by the K-nearest
neighbors, they can be combined through the Dempster com-
bination rule as follows:

(1)

where {1,..., K} is the set including the indexes of the K-
Nearest Neighbors.

mx =mx,x; @... ®Mx x,

III. PROPOSED METHOD

The idea behind our method is to take into account the
uncertain aspect in order to improve detecting the spammer
reviewers. For that, we propose a novel approach based on
different spammers indicators and we rely on the Evidential
K-nearest neighbors which is famous classifier under the belief
function framework. In the remainder of this section we will
elucidate the different steps of our proposed approach; in the
first step we model and calculate the spammers’ indicators
through the reviewers’ behaviors. In the second step, we
present the initialization phase. Moreover, the learning phase
is detailed in the third step. Finally, we distinguish between the
spammers and the innocent reviewers through the classification
phase in which we also offer an uncertain input to report
the spamicity degree of each reviewer. Figure I illustrates our
method steps.

A. Stepl: Pre-processing phase

As mentioned before, the spammers indicators become
one of the most powerful tool in the spammers detection
field used in several researches. In this part, we propose to
control the reviewers behaviors if they are linked with the
spamming activities and thus can be used as features to learn
the Evidential KNN classifier in order to distinguish between
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Fig. 1. Our method illustration

the two classes spammer and innocent reviewers. We select the
significant features used in the previous work [20]. Here, we
detail them in two lists; in the first list we elucidate the author
features and the second one presents the review features.
To make the equations more comprehensible we present the
different notations in the table 1.

Reviewers features: The values of these features are into the
interval [0,1]. The more the value is close to 1 the higher the
spamicity degree is indicated.

1) Content similarity (CS): Generally, spammers choose to
copy reviews from other similar products because, for them,
creating a new review is considered as an action that required
time. That’s why, we assume that it is very useful to detect
the reviews’ content similarity (using cosine similarity) of the
same reviewer. From this perspective and in order to pick
up the most unpleasing behavior of spammers, we use the
maximum similarity.

fes(Ri) = mazg,(r,),R,(ry)e R (TryCOSINE(T), 1) (12)

Where R;(r;) and R;(ry) are the reviews written by the
reviewer R;, and R;(T'r) represents all the reviews written
by the reviewer R.

2) Maximum Number of Reviews (MNR): Creating reviews
and posting them successively in one day display an indication
of a deviant behavior. This indicator calculates the maximum
number of reviews per day for a reviewer normalized by the
maximum value for our full data.

f (Ri) = MaxzRev(R;)
MNRAT) = Mazx g, er, (rryMazRev(R;)

13)

3) Reviewing Burstiness (BST) : Although authentic re-
viewers publish their reviews from their accounts occasionally,
the opinion spammers represent a non-old-time membership in
the site. To this point, it makes us able to take advantage of the
account’s activity in order to capture the spamming behavior.
The activity window, which is the dissimilarity between the
first and last dates of the review creation, is used as a definition
of the reviewing burstiness. Consequently, if the time-frame of
a posted reviews was reasonable, it could mention a typical
activity. Nevertheless, posting reviews in a short and nearby
burst (7= 28 days, estimated in [20]), shows an emergence of
a spam behavior.

fBST(Ri):{WW (Ri(r) = F(R(r) >

— Otherwise

(14
Where L(R;(r)) represents the last posting date of the review
r given by the reviewer R; and F'(R;(r)) is first posting date
of the review.

4) Ratio of First Reviews (RFR): To take advantage of
the reviews, people lean on the first posted reviews. For this
reason, spammers tend to create them at an early stage in
order to affect the elementary sales. Therefore, spammers
believe that managing the first reviews of each product could
empower them to govern the people’s sentiments. For every
single author, we calculate the ratio between the first reviews
and the total reviews. We mean by the first reviews those



TABLE I
LIST OF NOTATION

R; A reviewer

r A review

P A product

Tr Total number of reviews

R;(r) Review written by the reviewer R;

R;(Tr) Total number of reviews written by the reviewer R;

Tr(p) Total number of reviews on product or service p

r(p) Review on product p

R;(r(p)) Review given by the reviewer R; to the same product p

R;(Tr(p)) | Total number of reviews given by the reviewer R; to the same product p
R;(Tr.(p)) | Total number of rating reviews given by the reviewer R; to the same product p
L(R;(r)) Last posting date of the review written by the reviewer R;

F(R;)) First posting date of the review written by the reviewer R;

A(p) The date of the product launch

I; Spamming indicator

Simean The mean score of a given product

S The reviewing score of the reviews given to one product p by the same reviewer R;.
QO ={5,S} | The frame of discernment including the spammer and not spammer class

posted by the author as the first to evaluate the product.

frrr(R) = L (Tgi (GTlf; o

15)

Where R;(rs) represents the first review of the reviewer R;.
Review features: These features have a binary values. If the
feature value is equal to 1, then it indicates the sapmming. If
not, it represents the non-spamming.

5) Duplicate/Near Duplicate Reviews (DUP): As far as
they want to enhance the ratings, spammers frequently publish
multiple reviews. They tend to use a duplicate/near-duplicate
kind of preceding reviews about the same product. We could
spotlight this activity by calculating the duplicate reviews on
the same product. The calculation proceeding is as following:

FoupRi(r) = {1 re Ri(rr(p)) = cosine(R;(r),r) > f1
0 otherwise

(16)

For a review r each author R; on a product p acquires as value

1 if it is in analogy (using cosine similarity based on some

threshold, 3, = 0.7) with another review is estimated in [20].

6) Extreme Rating (EXT): In favor of bumping or boosting

a product, spammers often review it while using extreme

ratings (1* or 5%). We have a rating scale composed by 5
stars ().

1 Ri(Tr.(p)) € {1,5}

0 Ri(Tr.(p)) €1{2,3,4} 17

fexT(R) = {

Where R;(Tr.(p)) represents all the reviews (ratings) given
by the reviewer R; to the same product p.

7) Rating Deviation: Spammers aim to promote or demote
some target products or services to this point they generate
reviews or rating values according the situation. In order to
deviate the overall rating of a product, they have to contradict
the given opinion by posting deceptive ratings strongly devi-
ating the overall mean.

If the rating deviation of a review exceeds some threshold
52 = 0.63 estimated in [20], this features achieves the value
of 1. The maximum deviation is normalized to 4 on a 5-star
scale.

1 Bt > 5y

) (18)
0 otherwise

IDev (R) = {
Where S,,cqn represents the mean score of a given product
and S represents the reviewing score of the reviews given to
one product p by the same reviewer R;.

8) Early Time Frame (ETF): Since the first review is
considered as a meaningful tool to hit the sentiment of people
on a product, spammers set to review at an early level in order
to press the spam behavior. The feature below is proposed as
a way to detect the spamming characteristic:

0 L(Ri,p) — A(p) > 6
ETF(r.p) = {1 - M otherwise
(19)
1 ETF(R;,Ri(r(p))) > Bs

) (20)
0 otherwise

ferp(r) = {
Where L(R;,p) represents the last review posting date by the
reviewer R; on the product p and A(p) is the date of the
product launch. The degree of earliness of an author R; who
had reviewed a product p is captured by ETF(R;, R;(r(p)))
the threshold symbolizing earliness is about § = 7 months



(estimated in [20]). According the presented definition, we
cannot consider the last review as an early one if it has been
posted beyond 7 months since the product’s launch. On the
other hand, the display of a review following the launch of the
product allows this feature to reach the value of 1. 83 = 0.69
is considered as the threshold mentioning spamming and is
estimated in [20].

9) Rating Abuse (RA): To bring up the wrongly use gener-
ated from the multiple ratings we adopt the feature of Rating
Abuse (RA). Obtaining Multiple rating on a unique product
is considered as a weird behavior. Despite the fact that this
feature is alike to DUP, it does not focus on the content but
rather it targets the rating dimension. As definition, the Rating
Abuse, the similarity of the donated ratings by an author for
a product beyond multiple ratings by the same author blended
by the full reviews on this product.

RA(Rs, Ri(r(p)) = |R(Tr(p))|(1 = Jmazc, o) ()

mianRi (Tr(p)) (T7 p))
(21)

) (22)
0 otherwise

5 _{IRM&RN@D>&
RA —

We should calculate the difference between the two extremes
(maximum/minimum) on 5-star scale rating to catch the co-
herence of high/low rating and to determine the similarity of
multiple star rating. The maximum difference between ratings
attains as normalized constant 4. Lower values are reached by
this feature if, in authentic cases, the multiple ratings where in
change (as a result of a healthy use). 5, = 2.01 is considered
as the threshold mentioning spamming and is estimated in
[20].

B. Step2: Initialization phase

In order to apply the Evidential K-NN classifier, we should
firstly assign values to parameters g et 7o to be used in
the learning phase. We will start by initializing the parame-
ter op and then computing the second parameter ;; while
exploiting the reviewer-item matrix. As mentioned in the
EKNN procedure [9], the «y is initialized to 0.95. The value
of the parameter ag is assigned only one time while the
~1i value change each time according to the current items’
reviewers. In order ensure the vr; computation performance,
first of all we must find reviewers having separately exclusive
spammers indicators. Based on the selected reviewers, we
assign a parameter 7y, to each indicators I; corresponding to
the reviewer R; which will be measured as the inverse of the
average distance between each pair of reviewers I; and R;
having the same spammers’ indicators values. This calculation
is based on the Euclidean distance denoted d(R;, R;) such
that:

n

> Uiri) = Lirj))?

ij=1

d(Ri, R;) = (23)

Where I (g ;) and I(g ;) correspond to the value of the spam-
mer indicators of the reviewer R to the indicators ¢ and j.

C. Step3: Learning phase

Once the spammers indicators are calculated and the two
parameters oy and ~7; have been assigned, we must select a
set of reviewers. Then, we compute for each reviewer I; in
the database, its distance with the target reviewer R;. Given a
target reviewer, we have to spot its K-most similar neighbors,
by selecting only the K reviewers having the smallest distances
values that is calculated using the Euclidean distance and
denoted by dist(R;, R;).

D. Step4: Classification phase

In this step, we aim to classify a new reviewer into spammer
or innocent reviewer. Let 2 = {S, S} where S represents the
class of the spammers reviewers and S includes the class of
the not spammers (genuine) reviewers.

1) The bba’s generation: Each reviewer R; induces a piece
of evidence that builds up our belief about the class that he
belongs. However, this information does not supply certain
knowledge about the class. In the belief function framework,
this case is shaped by simple support functions, where only a
part of belief is committed to w; € €2 and the rest is assigned
to €. Thus, we obtain the following bba:

(24)
(25)

MR;,R; ({wi}) = QR;
mr, R, (1) =1 —ag,

Where R; is the new reviewers and R; is its similar reviewer
that j = {1..K}, ag, = agexp(~17:dsHBil)) o0 and yy;
are two parameters assigned in the initialization phase and
dist(R;, R;) is the distance between the two reviewers R;
and R; computed in the learning phase.

In our case, each neighbor of the new reviewer has two
possible hypotheses. It can be similar to a spammer reviewer
in which his the committed belief is allocated to the spammer
class S and the rest to the frame of discernment 2. In the
other case, it can be near to an innocent reviewer where the
committed belief is given to the not spammer class S and the
rest of is assigned to 2. We treat the K-most similar reviewers
as independent sources of evidence where each one is modeled
by a basic belief assignment. Hence, K different bba’s can be
generated for each reviewer.

2) The bba’s combination: After the generation of the bba’s
for each reviewer R;, we describe how to aggregate these bba’s
in order to get the final belief about the reviewer classification.
Under the belief function framework, such bba’s can be
combined using the Dempster combination rule. Therefore, the
obtained bba represent the evidence of the K-nearest Neighbors
regarding the class of the reviewer. Hence, this global mass
function m is obtained as such:

MR, = MR;,R; DMR;, R, D .... DMR,; Ry (26)

3) Final classification result and the spamicity degree ac-
cording: We apply the pignistic probability BetP in order
to select the membership of the reviewer R; to one of the
classes of 2 and to accord him a spamicity degree. Then,
the classification decision is made either the reviewer is a



TABLE II
DATASETS DESCRIPTION

Datasets Reviews Reviewers Services
(filtered %) (Spammer %) (Restaurant or hotel)
YelpZip 608,598 (13.22%) | 260,277 (23.91%) 5,044
YelpNYC | 359,052 (10.27%) | 160,225 (17.79%) 923
TABLE III
COMPARATIVE RESULTS
Ev.a lu?ltlon Accuracy Precision Recall
Criteria
Methods | NB | svM | ucs | 9% NB | SvM | ucs | O NB | svMm |ucs | 9@
method method method

YelpZip 60% | 65% | 78% | 84% 57% | 66% | 76% | 85% 63% 68% 74% 86 %
YelpNYC | 61% | 68% | 79% | 85% 62% | 69% | 79% | 86% 61.8% | 67.8% | 76.7% | 83.6%

spammer or not. For this, we select the BetP with the grater
value. Moreover, we assign to each reviewer even he is not
a spammer the spamicity degree which consists on the BetP
value of the spammer class.

IV. EXPERIMENTATION AND RESULTS

The evaluation in the fake reviews detection problem was
always a challenging issue due to the unavailability of the
true real world growth data and variability of the features also
the classification methods used by the different related work
which can lead to unsafe comparison in this field.

Data description

In order to test our method performance, we use two datasets
collected from yelp.com. These datasets represent the more
complete, largest, the more diversified and general purpose
labeled datasets that are available today for the spam review
detection field. They are labeled through the classification
based on the yelp filter which has been used in various
previous works [3], [4], [13], [21], [25] as ground truth in favor
of its efficient detection algorithm based on experts judgment
and on various behavioral features. Table II introduces the
datasets content where the percentages indicate the filtered
fake reviews (not recommended) also the spammers reviewers.
The YelpNYC dataset contains reviews of restaurants located
in New York City; the Zip dataset is bigger than the YelpNYC
datasets, since it includes businesses in various regions of the
U.S., such that New York, New Jersey, Vermont, Connecticut
and Pennsylvania. The strong points of these datasets are:

o The high number of reviews per user, which facilities to
modeling of the behavioral features of each reviewer.

o The miscellaneous kinds of entities reviewed, i.e., hotels
and restaurants

« Above all, the datasets hold just fundamental information,
such as the content, label, rating, and date of each
review, connected to the reviewer who generated them.
With regard to considering over-specific information, this

allows to generalize the proposed method to different
review sites.

Evaluation Criteria
We rely on these three following criteria to evaluate our
method: Accuracy, precision and recall and they can be defined
as Eqs.27, 28, 29 respectively where TP, TN, FP, FFN
denote True Positive, True Negative, False Positive and False
Negative respectively:

(TP +TN)

A - 27

Y = TP+ TN + FP + FN) @7
TP
Precision = 7(TP TFN) (28)
TP

Recall = ——— 29

A= TP L FN) 29)

Experimental results

As our method relies on the Evidential KNN classifier to
classify the reviewer into spammer and genuine ones. We
propose to compare our method with the Support Vector
Machine (SVM) and the Naive Bayes (NB) used by most
of spammer detection method [17], [20], [25]in this field.
Moreover, we propose to compare also with our previous
proposed Uncertain Classifier to detect Spammers (UCS) in
[5]. Table III reports the different results.

Our method achieves the best performance detection according
to accuracy, precision and recall over-passing the baseline
classifier. We record at best an accuracy improvement over
24% in both yelpZip and yelpNYC data-sets compared to NB
and over 19% compared to SVM. Moreover, the improvement
records between our two uncertain methods (over 10%) at best,
shows the importance of the variety of the features used in our
proposed approach.

Our method can be used in several fields by different reviews
websites. In fact, these websites must block the detected
spammers in order to stop the appearance of the fake reviews.
Moreover and thanks to our uncertain output which represent



the spamicity degree for each reviewer, they can control the
behavior of the genuine ones with a high spamicity degree to
prevent their tendency to turn into spammers.

V. CONCLUSION

In this work, we tackle the spammer review detection
problem and we propose a novel approach that aims to distin-
guish between the spammer and the innocent reviewers while
taking into account the uncertainty in the different suspicious
behavioral indicators. Our method shows its performance in
detecting the spammers reviewers while according a spamicity
degree to each reviewer. Our proposed approach can be useful
for different reviews sites in various fields. Moreover, our
uncertain input can be used by other methods to model the
reliability each reviewer. As future work, we aim to tackle
the group spammer aspect in the interest of improving the
detection in this field.
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Abstract—Due to the incremental learning of Case-Based Rea-
soning (CBR) systems, there is a colossal need to maintain their
knowledge containers which are (1) the case base, (2) similar-
ity measures, (3) adaptation, and (4) vocabulary knowledge.
Actually, the vocabulary presents the basis of all the other
knowledge containers since it is used for their description. Be-
sides, CBR systems store real-world experiences which are full
of uncertainty and imprecision. Therefore, we propose, in this
paper, a new policy to maintain vocabulary knowledge using
one of the most powerful tools for uncertainty management
called the belief function theory, as well as the machine learning
technique called Relational Evidential C-Means (RECM). We
restrict the vocabulary knowledge to be the set of features
describing cases, and we aim to eliminate noisy and redundant
attributes by taking into account the correlation between them.

1. Introduction

Case-Based Reasoning (CBR) is a methodology based
on solving new problems using past experiences. Actually,
each new target problem triggers an entire cycle; In a
nutshell, the CBR system (a) retrieves from the Case Base
(CB) the most similar case(s). Then, it (b) reuses that case so
as to propose an adapted solution. However, this solution can
be rejected, so it should be (c) revised. Finally, the confirmed
solution with its corresponding problem will be retained
in the CB to serve, as a new case, for future problems
resolution [1] (see Figure 1).

Since CBR systems proved over the years a widespread
interest in several domains, and since they are designed to
work over long time frames, their Knowledge Containers
(KC) [2] are now the subject of a considerable maintenance
targets. There are four KCs in CBR systems: (1) CB, (2) Vo-
cabulary, (3) Similarity measures and (4) Adaptation rules.
Their maintenance turns around the field of Case-Based
Reasoner Maintenance (CBRM) [3]. In fact, research are
maily focused on Case Base Maintenance (CBM) [4], [5],
[6], [71, [8] as well as models to estimate CBs competence
in problem solving [9], [10]. However, there is no deep ex-
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Figure 1. The CBR cycle

ploration on maintaining the vocabulary container although
it presents the basis of all the other knowledge containers
[2]. Actually, it needs maintenance for different reasons
like context modification and domain overfitting. The most
prevalent structure of vocabulary knowledge within CBR
is the attribute-value representation [2]. Otherwise, other
structures may be used such as predicates, set of words,
and related constructed. In this work, we present the vo-
cabulary knowledge as the set of features describing cases.
Hence, it is relevant to maintain them by keeping only those
that improve the competence of CBR systems in problem-
solving. Generally, there are two kinds of knowledge that
researchers aim to eliminate during maintenance: noisiness
and redundancy. Noisy attributes present feature’s knowl-
edge that distorts problems solving operations. Redundant
attributes have no added-value in offering accurate solutions,
and their elimination will improve the performance of the



CBR system.

To select relevant features, Attribute Clustering concept
[12], [23], [24] has proved high adequacy in CBR context
since it allows to maintain the relation between features, as
well as providing a flexibility in term of features substitu-
tion. Most of vocabulary maintenance policies are hard i.e
they are not able to manage uncertainty within knowledge.
Undoubtedly, there is a crucial need to handle imperfection
within CBR systems since embedded knowledge refer to
real-world experiences, which are generally uncertain and
imprecise. Belief function theory or Evidence theory [25],
[26] presents one of the most powerful tools for that matter.
Some evidential clustering techniques such as k-evclus and
EVCLUS [27], [28], have been used in [12] and [29] for
features learning. However, other techniques [30] within this
theory have been proposed and showed their effectiveness.
Therefore, we aim, in this paper, to propose a new policy for
vocabulary knowledge maintenance based on assessing the
relation between features through correlation measurement
and using the Relational Evidential C-Means (RECM) [30]
as a machine learning technique. We also aim to show results
offered by our policy and compare them to policies using
other methods, as well as to the original non-maintained
CBR.

The rest of the paper is organized as follows. The next
Section defines the vocabulary container, overviews appli-
cable notions for vocabulary maintenance, and present some
related works. Section 3 presents tools and fundamental
concepts of the belief function theory. During Section 4, we
describe in details our proposal for maintaining vocabulary
maintenance. Results will be discussed in Section 5. Finally,
we end by concluding within Section 6.

2. Maintaining knowledge within CBR systems

As already mentioned, CBR systems contain different
varieties of knowledge that are stored in four knowledge
containers, which are Case Base, Similarity measures, Adap-
tation knowledge, and Vocabulary. These knowledge needs
maintenance along the time on account of appearance of
noisiness and redundancy as well because context change
(see Figure 2).

Before moving and focusing on the literature of vo-
cabulary knowledge and its maintenance to introduce our
contribution, for the current work, let briefly present the
other three knowledge containers within CBR systems.

Case Base Maintenance. Firstly, to maintain the
CB knowledge container which defines the set of stored
experiences, we find, in the literature, several policies that
are based on different strategies to maintain cases such as:

1) The selection based strategy which contains CBM
policies that revise CB’s content through the se-
lection of only representative cases that are able
to cover the remaining set of cases problems. For
instance, the Condensed Nearest Neighbor (CNN)
[13] presents the baseline of data reduction meth-
ods.
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Figure 2. CBR knowledge maintenance

2) The optimization based strategy which contains
policies that apply maintenance operations accord-
ing to some evaluation criteria such that:

o The performance which is quantified by the
time spent to solve a target problem,

o The competence which represents the range
of problems that the CB can successfully
solves [14]

Among that policies, Iterative Case Filtering al-
gorithm (ICF) [15] is based on the competence
criterion to make decision about cases deletion.

3) The partitioning based strategy which is character-
ized by giving the ability of treating the original
CB in form of small ones, which makes it easier
and more effective. Generally, the different subsets
of cases are obtained using the clustering as an
unsupervised machine learning technique. Actually,
cases clustering is widely used within the CBM
field due to its approved utility in detecting cases to
be maintained. For instance, Evidential Clustering
and case Types Detection for case base maintenance
method (ECTD) [5] performs cases evidential clus-
tering technique and, then, selects only cases that
their deletion affects the whole CB quality. Some
variants of ECTD policies have also been proposed

(6], [8].

Similarity Maintenance. Secondly, Similarity mea-
sures are mainly used in CBR during the Retrieve step'.
In the literature, there are several works focusing on the
maintenance of similarity, and especially on learning fea-
tures weighting in similarity measures [16], [17].

1. In the current research, we use the Euclidean Distance as a retrieve
similartity measure inside the nearest neighbor algorithm (it is one of the
most used algorithms in CBR systems).



Vocabulary

Case Base

Vocabulary

Figure 3. Illustrating the four knowledge containers within CBR systems

According to authors in [18], there are three main main-
tenance operations if we limit ourselves to weighted linear
measures: modify a weight, modify a local measure, and
stretch out a measure to a new attribute.

Adaptation Maintenance. Thirdly, within this adap-
tation maintenance area, research has to be so careful in
adaptation changes. In fact, a low-quality maintenance may
extremely influence the performance of the CB, and conse-
quently the whole CBR system.

Handling adaptation rules is a very intensive knowledge.
Consequently, we generally appeal domain-experts inter-
ventions for this matter. Nevertheless, there are different
works in the context of adaptation learning and maintenance.
For instance, an automated mechanism has been proposed
in [19] to learn some adaptation rules from the different
observations in the CB: If descriptions of two cases vary in
just few number of features, the core of the adaptation rule
is then formed from the differences in those features. Other
works are also carried out in this area such that [20], [21].
Let us mention that, according to [22], there are four types
of adaptations that can be applied inside CBR systems:

1)  Null Adaptation®: It consists on returning the sim-
ilar case solution without any modification,

2)  Transformational Adaptation: It applies a modifi-
cation in some parts of the solution description,

3)  Generative Adaptation: It generates a solution from
scratch.

4) Compositional Adaptation: It combines the three
previous types to obtain the reused solution.

Vocabulary Maintenance. According to authors in
containers [11], and as shown in Figure 3, the vocabulary
is presented as the basis of all the other knowledge. During
this Section, we define the vocabulary and the reason of
maintenance, along with mentioning some related work and
applicable concepts for maintenance.

2. This corresponds to the type of adaptation considered by the current
research work.

2.1. Vocabulary container definition

To start, the vocabulary may be defined as the response
to the question "Which element of the data structures are
used to present fundamental notions?” [2]. In fact, the defi-
nition of this knowledge is highly depended on knowledge
source nature. For object-oriented organization, for instance,
attribute-value structure is generally used to define the vo-
cabulary. However, if it consists on more complex types of
data like text, sensor data or image, then the vocabulary
may be defined differently using predicates, functions, set
of words, or related constructs.

In the current work, we define the vocabulary of CBR
systems by the set of features® describing cases.

2.2. The need of vocabulary knowledge mainte-
nance

Obviously, there is a need to maintain all knowledge
containers within CBR systems since they are designed to
work for a long period of time. For instance, let assume
that we possess a CBR system with high competence and
performance. After a period of time, we may encounter
noisy and redundant knowledge as well as some context
changes. Hence, the system will know some weaknesses
and degradation of competence and/or performance.

In this paper, we are focusing only on maintaining
the set of features. In fact, every experience, in our life,
can be described with unlimited number of features, where
only some of them are considered as representative and
able to direct the best solution. Generally, two kinds of
features should be removed; noisy attributes which overwrite
the smooth learning, and redundant ones which slow CBR
system’s operations.

2.3. Applied concepts for vocabulary maintenance

To maintain CBR vocabulary knowledge, different con-
cepts within the machine learning field have been applied.
Among the most used ones for this matter, we cite feature
selection and attribute clustering.

Firstly, since we work with structured CBR systems and
aim to retain only relevant attributes, the field of Feature
Selection (FS) is suitable for such problem. FS is a NP-
Hard problem that aims to select only relevant attribute, for
some data, that do not contribute to the predictive model’s
accuracy. Hence, we note some FS methods that have been
combined with CBR vocabulary maintenance context [31],
[32], and others that select attributes through allocating
weights according to features significance [33].

Secondly, the Aftribute Clustering (AC) is a suitable
way that could be used to maintain vocabulary within CBR
context. In fact, AC allows to preserve relation between
features which offers a high flexibility to CBR framework
since each attribute could be substituted by another one
belonging to the same cluster. Consequently, AC has been

3. Feature and Attribute terms are used exchangeably within this paper.



used in some works [34], [35] as a feature selection method
for vocabulary maintenance [12].

The concept of AC is similar to objects clustering where
similar objects should belong to the same cluster, and in-
versely. However, similarity between attributes is described
in term of relation between them, such as correlation or
dependency, which is generally depending on the task ob-
jective.

To manage uncertainty within knowledge, from the com-
plete ignorance to the total certainty, we choose to use tools
from the belief function theory [25], [26], as presented in
the following Section.

3. Belief function theory

Since our work, elaborated in this paper, aims to manage
knowledge imperfection which is naturally embedded within
real-world experiences stored in CBR systems, some tools
and techniques from the belief function theory are used, in
this work, to allow a high-quality vocabulary maintenance.
During this Section, the fondamental concepts of the be-
lief function theory, which is named also Demspter-Shafer
or Evidence theory [25], [26], are presented. Besides, the
concept of credal partition within the evidential clustering
is defined to model the doubt about features assignment to
clusters.

3.1. Fundamental Concepts

To model and quantify the evidence under the belief
function framework, let consider w a variable that refers
to C elementary events for some problem presented by
O = {wy,ws,...,wc}. We call the Q set by the frame of
discernment and the set of all the 2 possible subsets of
the predefined events taking values in € by the power set.
The power set is therefore defined as follows:

2% = {0, {w1}, ..., {we}, {wi,wa ), ooy {w1, we e, Q)
(1
The main key point of this theory is called the basic belief
assignment (bba) which refers to the partial knowledge
regarding the real value of w. It is defined by the following
function:

m: 2% — [0,1]

2
B — m(B) @
where m satisfies the following constraint:
> m(B)=1 3)
BCQ

We call an element B C Q as focal if m(B) > 0. The set
of all the focal elements is called Body of Evidence (BoE).
If each element in BoE is a singleton, then m is called a
Bayesian bba. Otherwise, if BoE contains only the frame
of discernment €2 as a focal element, then m is named a
vacuous belief function. However, if it contains only one
focal element of €2 which is singleton, then m is a Certain
mass function.

The basic belief mass m(B), which presents the degree
of belief assigned to the hypothesis "w € B”, can be
attached to a subset of variables regardless any additive as-
sumption. A bba corresponds to the open world assumption
when we allow the assignment of evidence to the empty
set partition. That means that {2 is incomplete and the
actual value may be taken outside the frame of discernment.
This interpretation is meaningful especially in clustering
when we aim to distuinguish noisy knowledge [30], [37].
Contrariwise, if the bba is normalized (m((Z)) = 0), then it
corresponds to the closed-world assumption [26]. If we are
interested to move on from unnormalized (m(0) # 0) to
normalized (m(@) = 0) bba, then the Dempster Normaliza-
tion can be applied, which consists on dispersing the belief’s
degrees assigned to the empty set over all the other focal
sets such that:

m(DB) )
m(B)={ Tom@ BV )
0 Otherwise

Some useful functions are generally computed through
the bba for some reason. For instance, for a given bba m, the
corresponding belief (bel), plausibility (pl) and commonality
(q) functions are from 2% to [0,1] and defined by [26] as
follows:

bel(B)= Y m(D) VB C Q )
0#£DCB
’ pi(B)= Y  m(D) VB C Q (6)
BND#)
and
g(B) =" m(D) VBQ @)
BCD

In other words, the belief function bel(B) represents the
total belief that one commits to B without committed to
B, the plausibility function pl(B) quantifies the maximum
amount of belief that could be given to a subset B and the
commonality function ¢(B) represents the total mass that is
free to move to every element of B.

The source of evidence providing bbas are often not
fully reliable. Hence, a discounting operation [26] is
necessary to update the bba according to the degree of trust
assigned to the source. In fact, the discount rate, denoted
a € [0,1], refers to the amount of belief that expert’s
information is reliable. The updated bba “m is defined as
follows:

(1 —-a) m(B)

@ _ for B #Q
m(B)—{ a+(1—a) m(Q)

for B=XQ
(3
Let consider two mass functions m; and mso defined
in the same frame of discernment ). Hence, the degree of
conflict between them may be computed with various ways.
One of the most cummon methods is defined, in [26], as
follows: & = >~ 4n5_pm1(A) ma(B). Authors, in [27],



demonstrated that if two mass functions m; and ms quantify
evidence regarding two different questions that take values
in the same possible answers (), then the plausibility that
both questions have the same answer is equal to 1 — «.

At the end, we generally need to make decision after
handling beliefs’ degrees. Hence, we present one of the
most known tools for decision making called the pignistic
probability transformation (BetP). It consists on choosing
the hypothesis, regarding a normalized bba m, having the
highest value. BetP is therefore defined as follows:

BetP(w) = Z m(B)

= Yw € Q ©)
B

weB

To be able to apply the BetP transformation within the
open world assumption (m(@) # 0), a prefatory step of
normalization (Equation 4) has to be performed.

3.2. Credal Partition

Handling imperfection using the evidence theory within
the clustering problem has known a widespread interest in
several work. The clustering is a machine learning technique
that aims to organize data according to the similarity be-
tween instances. The more the objects are similar, the more
they intend to share the same group.

The key point of the evidential clustering problem is
known by the Credal Partition, which is close to the fuzzy
partition concept but more general. The credal partition is
created by assigning degrees of belief not only to singletons
of the frame of discernment, but also to all possible subsets
of 2. Within the evidential clustering, the frame of discern-
ment refers to the set of C' possible clusters. The uncertainty
towards the membership of an object ¢ to a partition of
clusters B is presented by a mass function denoted m;(B).
Its value supports the hypothesis saying “The actual cluster
of instance ¢ belongs to the partition B”. That bba quantifies
the uncertainty regarding the membership of only one object.
When there is n instances, the credal partition will be the
set of n — tuple bbas (mq, ma,...,my).

For a credal partition M = (mgq,ma,...,my;), the two
following particular cases are of interest [30]

o If every m; is a certain bba, then M presents a
crisp partition of the frame of discernment €2, which
corresponds to a complete knowledge situation.

o If every m; is a Bayesian bba, then M presents a
fuzzy partition of the frame of discernment of €).

4. Vocabulary maintaining process using Rela-
tional Evidential C-Means (RECM)

To remove noisy and redundant attributes from vocabu-
lary knowledge, our proposed policy follows three principle
steps as presented in Figure 4, and referred by three arrows.
It is mainly based on the RECM machine learning technique
that is able to handle relations between features and manage
uncertainty within data.

4.1. Step 1: Generating relational matrix through
studying the correlation between features

Let define the relation between features inversely pro-
portional to the correlation between them. In fact, we aim
to express this relation in term of dissimilarity, where the
correlation may refer to the similarity between features. Ac-
tually, the more two given attributes are correlated, the more
they offer the same information and considered as similar.
To measure the linear association between two attributes A;
and A;, we use the Pearson’s correlation coefficient [36],
which is defined such that:

n
> (aa —@) (aj —aj)

TAiA]‘ = = (10)

> (au—@)?

Z (ay — (Ti)2

=1 =1

where a;; and a; refer respectively to values of attributes
A; and A; regarding case [, where @; and @; present their
mean values.

Knowing that 74,4, is bounded in [—1, 1], three main
situations arise to define the relational matrix.

o If ra,4, =~ 1, then there is a high correlation
(positive) = similar provided information = high
similarity.

o If ra,a;, =~ —1, then there is a high correlation
(negative) = similar provided information = high
similarity.

o Ifra,a; =~ 0, then there is no correlation = different
provided information =- high dissimilarity.

As a consequence, the Relational matrix R is defined as:
R = (1 - |rAiA_j|) i,j=1.p (11)

where p presents the total number of features.

4.2. Step 2: Learning on attributes using Relational
Evidential C-Means (RECM)

During this step, we aim to consider features as objects
and cluster them according to their relational matrix previ-
ously generated in order to build clusters, where each one
contains similar and correlated attributes. Since knowledge
are never exact, we express clusters’ membership through
degrees of belief. To do, we use a powerful technique for this
matter called the Relational Evidential C-Means (RECM)
[30].

RECM [30] is a relational version of the basic Evidential
C-Means (ECM) [37], where both are based on an alternate
minimization scheme. However, ECM handles vectorial at-
tribute data and RECM handle dissimilarity data.

Let start by presenting ECM and consider n objects
described in p feature space, v; is the center that represents a
given cluster c;, and vj is the barycenter that represents the
partition of clusters C; with C; C 2. To derive the credal
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Figure 4. Steps of Evidential vocabulary maintenance based on RECM technique

partition M = (my, ..., m,,) and the resulted clusters, which
are presented by their centers V, ECM algorithm proceeds
an alternate optimization scheme to optimize the following
cost function:

Jeom(M,V) = i >

n
B g2 2, B
‘Cj|amijdij + Z 0 My
i=1j/C;#0,C;CQ i=1

12)
subject to

Yo mytmy =1
J/C;CQ,C#0

Vi=1l.n  (13)

where m;; denotes m;(C;) and () refers to noise cluster
[30], [37] to be at a fixed distance § from every instance.
The exponent o aims at controlling the penalization degree
for partitions having high cardinality, while 5 and ¢ treat
noisiness.

Firstly, as presented in [37], V' is considered as fix and
M is updated as follows:

/B g2/ O
N ch;ﬁ@ |Ck\_“/(’8_1)d;,€2/(ﬁ71) 4 6-2/(B-1)

mig=1— Y my

C;#0

(14)

mij

and
Vi=1..n (15)

Secondly, M is considered fix, and we obtain an uncon-
strained optimization problem. The resulted V' is defined as
the solution of the following equation:

HV =UX (16)

where X represents objects data, and H and U are defined,
respectively, as follows:

Hy =Y 3 |A;1°%my;  kl=1..C
A Cj#@,CjQ{UJ[,Wk}
a7
and
Ui= Y |4 'ml, 1=1.C i=1.n (»18)

C]‘Bwl

with z;, is the value of feature g regarding object o;,

For RECM, which is applied in our context, we handle
dissimilarity data between features. Hence the notation n
with ECM will refer here to the number of features p. Let,
in this step, denote the already generated relational matrix R
by A = (d;;7) and consider the square matrix W = (w;;/)
referring to dot products of features, which is defined as
follows:

W= —%JAJ (19)

where J = Lee! — T withe = (1,...,1)' € Rand [ isnxn
identity matrix.

Last but not least, let consider the matrix @ = (qrx)
(respectively the matrix Z = (zpx/)) the matrix of dot
products of centers (respectively the matrix of doc products
between centers and instances). As demonstrated in [30], Z
and @ are obtained by solving systems of linear equations
toward the following equations respectively:

HZ,=UW,, (20)



and
HQ,=UZ, 21

Ultimately, let present, in Algorithm 1, the different steps
of RECM technique, as presented in [30], by making use of
the previous defined Equations.

Algorithm 1 RECM algorithm [30]
Require: - Dissimilarity data;

- The number of clusters C;

- The parameters «, 3,9, and ¢;
Ensure: - The credal partition M;
- Clusters centers V;
BEGIN
Randomly generate the initial credal partition M (%);
Initialization: k£ <— 0;
Calculate W using Equation 19;
Repeat
k+—k+1
Calculate H®) and U from M (1) using Equations
17 and 18;
8: For i=1..n
9: Calculate the i*" column of Z(*) using Equation 20;
10: End For
11: For i=1..C
12: Calculate the i*" column of Q®) using Equation 21;
13: End For
14: Calculate distances d;; from R®*) and Q*);
15: Update M (¥) using Equations 14 and 15;
16: Until [|[M®) — ME=D|| < e
17. END

A ol

4.3. Step 3: Removing noisy and redundant at-
tributes

To reach our objective, we aim, in this step, to keep only
representative features by eliminating noisiness and redun-
dancy. We call noisy features those that have a degree of
belief to the empty set higher that all the other degrees. They,
hence should be removed since they may gravely reduce the
competence of the CBR system to solve problems.

Eliminating redundant features consists on selecting only
one representative attribute from every cluster and remov-
ing the others. We choose to select the nearest feature to
the centre of cluster to which it belongs. The decision of
attributes membership to clusters has been made using the
pignistic probability transformation as defined in Equation
9.

4.4. Nlustrative example

Let consider knowledge regarding vocabulary container
is defined by the set attributes A; with ¢ goes from 1 to 4.
Let assume now that the frame of discernment {2 contains
two clusters (w; and ws) and the applied RECM algorithm
offers a credal partion M = [m1;meo;mg;my|, where its
values are presented in Table 1.

TABLE 1. EXAMPLE OF CREDAL PARTITION VALUES

M 1] {w1} {w2} Q

my 0.05 0.75 0.15 0.05
ma 0.65 0.1 0.1 0.15
ms 0.1 0.05 0.8 0.05
my 0.2 0.1 0.5 0.2

TABLE 2. PIGNISTIC PROBABILITY TRANSFORMATION VALUES

w1 w2
BetP; 0.8158 0.1842
BetPy 05 05—
BetPs 0.0833 0.9167
BetPy 0.25 0.75

From values given in Table 1, we remark that mo(0) >
mo({w1}) + ma2({wa}) + ma({w1,w2}). Hence, we flag the
feature A, as noisy according to specifications given by our
policy in step 3. By this way, we refresh the vocabulary
knowledge by eliminating A,. Thereafter, we make a deci-
sion regarding the membership of attributes to clusters using
Equation 9 and we obtain results as shown in Table 2.

We note that A; belongs to wy, and A3 and A4 belong to
ws. Ultimately, we only retain A; as an attribute prototype
of wy and Aj as representative of wy to build the new
maintained vocabulary knowledge.

5. Experimentation and results

The main purpose of our experimentation part is to
compare results with those offered when we use other
evidential learning tools for vocabulary maintenance, as well
as to show the effectiveness degree of our proposal that we
call REVM for Evidential Vocabulary Maintenance based
on RECM [30] technique.

5.1. Data and experimental settings

The different policies and tools, presented in this paper,
have been implemented using the R software. The original
and the maintained CBR systems are tested using six real-
world datasets from UCI repository for machine learning®.
The description of these datasets are presented in Table 3.

During the implementation of some policies, some pa-
rameters should be set. The number of clusters (or features
p) used by RECM, for every CB, is fixed similarly to those
in [12] with the EVM policy. The initial credal partition is
randomly set, and the parameter « regarding the cardinality,
within function Jrgcas, 1s set to 1 which means that we
do not penalize clusters’ partitions with high cardinality.

4. https://archive.ics.uci.edu



TABLE 3. CASE BASES DESCRIPTION

Case base | Ref | # instances | # attributes
1 | Ionosphere | 10 351 34
2 Glass GL 214 10
3 WDBC BC 569 31
4 German GR 1000 20
5 Heart HR 270 13
6 Yeast YS 1484 8

5.2. Testing strategy and evaluation criteria

During the evaluation, we make use of the most applied
classification algorithm within the CBR context: k-Nearest
Neighbor (k-NN)°.

Two evaluation criteria have been used, in our work, to
assess our proposal efficiency. First, the accuracy criterion
consists on measuring the competence of the system in
term of the Percentage of Correct Classifications (PCC), and
defined such as:

# Correct classifications
rCC = 100 (22
(%) # Total classifications 8 22)

To obtain final estimation of accuracy, we make use of the
10-fold cross validation technique as shown in Figure 5.

Second, we use the retrieval time (RT) criterion which
refers to the time spent to retrieve and classify problems by
the CBR system.

5.3. Results and discussion

As shown in Tables 4 and 5, we compare results offered
by our proposal that we call REVM, denoting RECM based
Evidential Vocabulary Maintenance policy, to those given
by the non-maintained CBR system (Original-CBR), by a
feature selection method called ReliefF [33] (CBR-ReliefF),
and by the EVM policy [29] which uses EVCLUS [27] [28]
for learning.

In term of accuracy, we remark, from Table 4, that
RECM method offers competitive results, especially com-
paring to the non maintained CBR system. In fact, we
remark that it was able to improve their initial competence
rates provided by Original-CBR with all the tested datasets.
For instance, it improves the accuracy of ”Yest” dataset from
55.32 % (Original-CBR) to 98.98 % (RECM).

Comparing to the feature selection method called reliefF
(ReliefF-CBR), we note, also, that RECM offers close re-
sults. Ultimately, we note that very competitive results are
provided with both EVM and our current proposed method
RECM. Actually, we note that they are slightly in favor
with the Evidential Vocabulary Maintenance method (EVM)

5. We chose to set k to 5 in order to avoid the sensibility to noisiness.

TABLE 4. ACCURACY [PCC(%)]

Case bases Accuracy [PCC(%)]

Original-CBR | ReliefF-CBR EVM REVM
1| IO 85.48 % 84.88 % 88.33 % | 86.98 %
2 | GL 97.64 % 98.11 % 98.59 % | 98.12 %
3 | BC 60.16 % 96.33 % 96.46 % | 96.18 %
4 | GR 64.6 % 73.4 % 7325 % | 73.26 %
5 | HR 57.5 % 62.45 % 6298 % | 60.91 %
6 | YS 5532 % 99.05 % 99.05 % | 98.98 %

which uses the k-EVCLUS technique for learning. Although
there is no high difference between these results (they offer
almost same accuracy values for four datasets among six),
we conclude that .-EVCLUS was more suitable. It may be
explained by its high flexibility to handle different types
of similarity or relational data, since our strategy considers
them to be in term of correlations between features. How-
ever, we may tolerate this fact since our current proposal was
able to retain or even largely improve the initial competence
values.

TABLE 5. RETRIEVAL TIME [T(S)]

Case bases Retrieval time [T(s)]
Original-CBR | ReliefF-CBR | EVM | REVM
1|10 1.942 1.188 0.912 0.902
2 | GL 0.967 0.882 0.762 | 0.604
3 | BC 1.710 1.112 1.013 | 0.902
4 | GR 1.812 1.213 1.211 1.222
5 | HR 2.103 1.091 1.028 | 0.789
6| YS 0.954 0.722 0.724 | 0.776

In term of retrieval time, we note that the decreasing of
the number of instances as well of features may conduct to
decrease the research time, which is described in Table 5
in seconds. We remark that results offered after performing
vocabulary maintenance are lower than those offered with
the original non maintained CBR systems (Original-CBR).
With “Tonosphere”, “Breast Cancer”, and “Heart” datasets,
for instance, we note faster cases retrieval with values go,
respectively, from 1.942s to 0.902s, from 1.710s to 0.902s,
and from 2.103s to 0.789s. However, we also note very
close results with the other ReliefF and EVM maintaining
methods, which is logic since they offer data described
with close number of features. In fact we would like to
mention that, it could be affected by tasks executed in the
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Figure 5. The principle of 10-fold cross validation

environment of development during experimentation.

6. Conclusion

In this paper, we used the Relational Evidential C-Means
(RECM) as a machine learning technique at the aim to
maintain vocabulary knowledge within CBR systems by
keeping only representative features. The idea consists on
studying, first of all, the relation between features through
measuring the correlation between them and create the
relational matrix. This matrix will then be used to learn
on features with managing uncertainty using RECM. Ulti-
mately, the generated credal partition has been analyzed and
studied to retain only representative and relevant features
to describe case knowledge. During the experimentation,
we tested our proposal on six real datasets from different
domains provided in UCI repository for machine learning.
Offered results showed some improvement of problem-
solving competence comparing to those offered by the
non maintained CBR systems. Good results are also noted
comparing to the feature selection method called ReliefF.
However, we remarked very competitive results with the
vocabulary maintenance policy, called Evidential Vocabulary
Maintenance (ECM), that uses the EVCLUS technique for
learning.
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Abstract—The recent advances in Information and Com-
munication Technologies (ICT) have significant impact on all
sectors of the economy worldwide. Digital Agriculture appeared
as a consequence of the democratisation of digital devices
and advances in artificial intelligence and data science. Digital
agriculture created new processes for making farming more
productive, efficient, while respecting the environment. Recent
and sophisticated digital devices and data science allowed the
collection and analysis of vast amounts of agricultural datasets
to help farmers, agronomists, and professionals understand better
the farming tasks and make better decisions. In this study we
focus on the techniques used to analyse agriculture data and
their effectiveness, more precisely we present a systematic review
of methods and techniques of (data & big data) mining and
their applications to digital agriculture from the big data view
point. We limit our study to crop yield and its monitoring. The
major mining techniques used so far in digital agriculture are
classification and prediction. We identified major categories of
mining techniques for crop yield monitoring. This is followed
by discussing each category of the classification throughout a
panoply of existing works and show their used techniques, then
we provided a general discussion on the applicability of big data
analytics into the field of digital agriculture.

Index Terms—Data Mining, Data Analytics, Big Data, Machine
Learning, Digital Agriculture, Crop Yield Monitoring.

I. INTRODUCTION

The increasing demand for improving the productivity of
both small and large farms by reducing resource costs, such
as water, fertilisers and pesticides, requires the use of new
advanced farming and management techniques. On the other
hand, the improvement of productivity does not have to be in
the cost of decreasing the quality of products which will harm
the health or create damages to the environment, because of the
excess use of fertilisers and pesticides and other agricultural
inputs. Digital Agriculture (DA), (or digital/smart farming)
[1]-[3], is an advanced approach that makes farms and the
act of farming smarter by integrating the use of digital and
smart tools like (sensors, cameras, satellite, drones, GPS, etc.)
in conjunction with Al techniques, Internet of Things (IoT),
data mining and data analytics to improve the agricultural
practices, to enhance the productivity and to optimise the
use of resources by providing insights and decision-making
supports to farmers. DA can for example controls a crop
nutrition by finding the optimum fertilisation program for each
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field, its optimum irrigation program, and can help farmers to
react differently for each part of the field.

The DA involves the development, adoption and iteration
of all above-mentioned technologies in the agricultural sector
in different spatial contexts [4].

DA is data-driven solutions, which across the use of ICT,
Al and Data analytics, permits to farmers to adopt these
solutions for their businesses. These solutions can vary and
cover multiple activities of farming, including assessing risks
and disasters, producing predictive models and so on.

We can summarise the benefits of DA to agriculture in:

« It provides the farmer with useful information and sup-
ports their decision making with regards to how much,
when and where to apply nutrients, water, seeds, fertilis-
ers, and other chemicals and agricultural inputs.

o By varying the amount of growth resources (fertilisers,
pesticides, and irrigation) used for crop production, and
applying those inputs with exact quantities in each field,
the environment is sustained [5], and healthy products are
guaranteed.

o Data-driven enable farmers to access to sophisticated
management solutions against climate change and other
environmental challenges and natural events. Farmers can
continuously monitor crop health, and predictive analytics
can even alert farmers to likely problems with pests or
disease or even climate change.

o From the marketing view, farmers can also benefit from
advanced models that give insights on the market and
which products could bring more profits to them.

In the past, the full potential of DA was not possible.
Nowadays, data gathering and data mining & analytics tech-
niques are commonplace in every sector of the world economy.
This was made possible with technological advances (sensor
devices, satellite images, advanced weather stations, etc.) and
also advances in digital devices and the ability to store and
process nearly everything. Today we can store vast amounts
of data. Besides, with the use of advanced data mining
techniques, we can extract novel and useful knowledge from
these large volumes of historical datasets, which can help us
understand the behaviour of both crops and farmed fields and,
therefore, use efficient management techniques of the whole
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farming industry, such as field and wasteland management,
crop and pest management, soil classification, etc.

Crop management is a key task in DA, as it impacts directly
on the crop production; it assists crops from soil preparation
and seed selection, watering, and so on, until the harvest day,
and can go beyond post-harvest. It offers the most intensive
measure yield variability that exists in farm fields, allowing
producers to assess how management skills and environmental
factors affect crop production [5]. This assessment provides
direct and valuable feedback to farmers enabling them to
make better decisions [6] at real-time and monitor the farm
proactively. The crop management process, if we ignore the
marketing of products, can be devised into five sub-processes
as described below, and as presented in in Figure 1.

~
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/
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Monitoring

Soil Wheather & Climate
Monitoring Monitoring

Weeds & Petsts
Monitoring

Fig. 1. The crop yield management components.

¢ Soil monitoring: it aims at studying the nature of the soil
to select the type of culture to plant. Also, it controls the
concentration of fertiliser and, hence, the quantities to use
depending on the soil type, and it controls the irrigation
operation based on the soil moisturising.

o Weather & climate monitoring: This deals with the
monitoring of temperature, wind and other environmental
factors that can affect the crop.

o Weed and Pest monitoring: it controls the insects and
weeds that can affect each type of crop, and the type
and quantities of pesticides and herbicides that should be
applied at a given location of the farm;

e Crop Yield monitoring: it aims at monitoring crop
conditions during the growing season, the estimation of
the crop yield, crop quality assessment methods, detection
and protection of crops from diseases, the delineation of
management zones of yields, and all the other related
crop operations.

 Irrigation monitoring: it takes into consideration the
amount of water needed by each type of crop and the
irrigation rate, which also depends on weather conditions,
the season, the soil type, and the crop’s growth cycle.

Vast amounts of data were gathered from each of these

processes. Its exploitation using the potential power of data
analytic techniques will offer a solid decision-making support
to farmers and will have a significant impact on crop pro-
duction and on the environment conservation. Data mining
has several applications in crop yield management, such as

the understanding of vegetation variables, soil mapping and
classification, zone management, weather forecasting, disease
protection, prediction of the market crop prices, rainfall fore-
casting, weed detection and yield prediction, etc. In this work
we will focus on the crop yield monitoring, which is part of
the management process.

It is clear, and mainly in DA, that more data we collect
more insights we can acquire from it and more accurate the
results will be. Nowadays, collecting data is not a hurdle
anymore. We live of the era of big data and IoT, and very large
amounts of data can be collected from various sources. For
instance, data can be originated from crop yield, patterns and
rotations, weather, climate and environmental conditions and
parameters, soil types, moisturising and nutrients, and from
farmers’ records on yields and other factors. This collected
data is not only big, but also heterogeneous in types and
quality. Therefore, its analysis is very challenging.

Part of this data heterogeneity in DA came from the way
the data were collected, as each data collection technique has
different characteristics in its accuracy, validity, and impact on
farmland.

Accordingly, another part of this heterogeneity caused by
the type of the used devices to collect data, different sensors,
different records and different cameras, etc.

Considering these facts, and in light of its source and nature,
data can belong to one of the following type classes: historical
data, sensor data, image data or satellite data.

The reminder of the paper is organised as follows: Section
IT presents related works on the application of data mining
& analytics, Al and machine learning to crop monitoring. In
addition it describes a classification of data mining techniques
applied for crop yield monitoring. Section III discusses
classification techniques for crop yield. Section IV shows
the techniques used for the prediction of crop yield for both
types of data. Section V exhibits the techniques used to protect
crops from diseases, pests and weeds. Section VI presents
techniques used to detect crops and estimate yields. Section
VII is dedicated to clustering techniques used for crop yield.
The evaluation of several existing works is presented in VIII.
Finally, we conclude the work in Section IX.

II. CROP YIELD MANAGEMENT

Various studies have been conducted on the application
of data mining & analytics to crop yield management. For
instance, [7] discusses the forecasting yield by integrating
agrarian factors and machine learning models. [8] provided
a systematic review on the use of computer vision and Al in
DA for grain crops.

[9] reviewed the use of big data analysis in some fields
of agriculture. The authors concluded that the use of big data
analytics in agriculture is still at its early stage and many
barriers need to be overcome despite the availability of the
data and tools to analyse it.

[10] presented a review of advanced machine learning
methods for detecting biotic stress in crop protection.
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Fig. 2. Data mining techniques applied for crop yield monitoring.

An early similar study was presented in [11], where the
authors studied four very popular learning approaches in the
area of agriculture; Artificial Neural Network (ANN), Support
Vector Machine (SVM), K-means and K-Nearest Neighbour
(KNN).

The study presented in this paper is not just an update about
what has been done in the previous surveys. As big data is
commonplace nowadays, the first objective is to examine the
application of big data analytics to DA and more specifically
on crop yield monitoring. The second objective is to discuss
how it is applied and what are the encountered challenges.

So that, the motivation behind the preparation of this review
is to figure out how much the big data is employed in DA,
and whether the application of data mining techniques in DA
implies the use of big data too. Besides, if applicable, how big
data and data analytics are leveraged to the benefice of DA.

Thus, the main contribution of this study is that it presents
a deeper analysis of problems encountered in agriculture and
resolved by DA, and more focused overview of an important
and particular problem, the crop monitoring, compared to the
above-mentioned surveys. Furthermore, our study highlights
the type of data used, the methods and techniques employed
and for which class of data mining techniques.

From the analysed literature, the application of data (min-
ing/analytics) techniques to crop yield monitoring is almost
limited to classification and clustering. Figure 2 proposes a
classification of data mining techniques applied to crop yield.

Based on the type of data, data mining process can use
various pre-processing techniques before starting the analysis
of data. For instance, for image-based data, we can use the
process described in Figure 3. Once data have been cleaned
and pre-processed, the resulting data should be of high quality
and ready for the analysis. Depending on the question to
be answered and whether the historical data was annotated
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Fig. 3. Image processing approach.

or not, we choose the category of the analysis techniques
(classification, clustering, etc.). Classification techniques, for
example, are used for the purposes of prediction, detection,
protection, and categorisation tasks, which are the most im-
portant tasks involved in the crop monitoring process. The
following sections discuss the research that has been conducted
in each of the four principal tasks of the crop monitoring
process.

III. CrROP CLASSIFICATION

Many mining approaches have been used based on both
collected datasets and the target objective [12]-[17]. In this
section we review some of these works. To identify and
classify potato plants and three common types of weeds,
[12] used a machine vision system, which consists of two
subsystems: a video processing subsystem that is capable of
detecting green plants in each frame; and a hybrid approach
that combines artificial neural network (ANN) and particle
swarm optimisation algorithm (PSO) to classify weeds from
potato plants. The PSO is used to optimise the ANN’s pa-
rameters and the ANN for classification. The hybrid approach
was compared to Bayesian classifier. The experimental results
show that ANN-PSO and Bayesian Network (BC) achieved
an accuracy of 99.0% and 71.7%, respectively, on the training
set, and 98.1% and 73.3%, respectively, on the test dataset.

[13] used a multilevel deep learning architecture to clas-
sify land-cover and crop based on multi-temporal multi-
source satellite imagery data. They pre-processed the data
by segmenting the imagery data and restoring the missing
data due to clouds and shadows before classifying it. The
proposed hybrid approach was compared to Random Forest
(RF) and Multi-layer Perceptron (MLP). They showed that
their approach outperforms both RF and MLP and obtained
better discrimination of certain summer crop types, such as
maize and soybeans, with an accuracy more than 85% for
all major crops (wheat, maize, sunflower, soybeans, and sugar
beet).

Deep learning approach has been also used for plants
species and weeds classification, based on coloured images
issued from six different data sources [14]. They used Con-
volution Neural Network (CNN)on a dataset consisting of
10,413 images with 22 weeds and crop species. The CNN
model was able to achieve an accuracy of 86.2%. Both these
techniques do not have high accuracy, as they misclassify
certain crops.

[15] developed a hybrid classifier for four crops: corn,
soybean, cotton, and rice, based on satellite images. The



approach is an ensemble learner that consists of an ANN,
support vector machine (SVM) and decision tree (DT), and
a combiner to generate a prospective decision. The overall
approach generates a recommendation based on both the
learners outputs and the available expert knowledge.

An SVM-based classifier for distinguishing crops from
weeds based on digital images was suggested in [18]. It
achieved an accuracy of 97%.

IV. CROP YIELD PREDICTION

The estimation of crop yield aims to study factors that
influence and affect the production, such as weather, natural
soil fertility and physical structure, topography, crop stress,
irrigation practices, incidence of pests and diseases, etc. It
enables efficient planning of resources; an early and accurate
prediction of yields can help decision makers to estimate how
much to import in the case of shortage or export in the case
of a surplus. In the following we discuss some prediction
techniques and showing type of the datasets that were used
for the prediction operation.

A. Soil and Weather Data

Crop yield prediction using historical data and time series
has been studied for many years, an it is considered among
the classical applications of data mining. In 1994, [19] used
a fuzzy logic expert system to predict corn yield. The model
obtained promising results. A year later, [20] used a feed-
forward back-propagation NN to predict corn and soybean
yields. The dataset used was based on soil properties, such
as phosphorus, potassium, pH, organic matter, topsoil depth,
magnesium saturation. Other factors, such as weather were
not considered. The NN showed promised results as an aid in
understanding yield variability, but its accuracy is not reason-
ably good. To improve its accuracy, [21] proposed a Multiple
Linear Regression (MLR), projection pursuit regression (PPR)
and several types of supervised feed-forward NN methods for
site-specific yield prediction to study the relationships between
yield and soil properties and topographic characteristics. The
authors added a second phase of experiments to include
climatological data. The NN techniques consistently outper-
formed both MLR and PPR and provided minimal prediction
errors in every site-year. Besides, the results showed that a
significant over-fitting had occurred and indicated that much
larger number of climatological site-years would be required
in this type of analysis.

Moreover, to analyse the weather aberrations impacting on
rice production in mountainous region of Fujian province of
China, [22] used a NN model. The historical dataset was
collected from 16 locations throughout the region. The weather
variables include daily sunshine hours, daily solar radiation,
daily temperature sum and daily wind speed, in addition to
the seven different soil types for each location. It was shown
that the model is more effective compared to a multiple linear
regression model.

MLP were employed for winter wheat prediction by [23],
then two different neural networks are considered in [24],

where it conducted a comparison of four regression models
for yield prediction based on agricultural data yield obtained
from a farm in Germany. Networks with MLP and RBF, The
Support Vector Regression (SVR) and decision regression tree
were implemented. The study showed that the SVR technique
was the most suitable for this kind of problem.

[25] Demonstrated the applicability of RF to estimate
the yield of mango fruit in response to water supply under
four different irrigation regimes. A set of four RF models
with different input variables: rainfall model, irrigation model,
rainfall and irrigation model, and total water supply model
was developed to estimate the minimum, mean and maximum
values for each of the mango fruit yields, namely ’total yield’
and ‘number of marketable mango fruit’, using a combination
of 10 days rainfalls and irrigation data.

[26] Presented a scalable machine learning system for pre-
season agriculture yield forecast. It employed a Recurrent Neu-
ral Network (RNN) fostered by data from multiple resources:
satellite-derived precipitation data, soil properties data sets,
seasonal climate forecasting data from physical models and
historically observed soybean yield to produce a pre-season
prediction of soybean/maize yield for Brazil and USA. The
results showed the error metrics for soybean and maize yield
forecasts are comparable to similar to the other systems.

[27] Conducted a study to compare the predictive accuracy
of several machine learning methods (MLR, M5-Prime regres-
sion trees, MLP, SVR and K-nearest neighbour) for crop yield
prediction in ten crop data sets. It used data on solar radiation,
rainfall, temperature, season-duration cultivar, planting area,
etc. It concluded that the M5-Prime is a very suitable tool for
massive crop yield prediction in agricultural planning.

[28] Evaluated the ability of RF to predict crop yield
regarding climate and biophysical variables at global and
regional scales in wheat, maize and potato in comparison with
MLR which was served as a benchmark. It employed crop
yield data from various sources and regions in the USA over 30
years for model training and testing. The results demonstrated
that RF was highly capable of predicting crop yields and
outperformed MLR benchmarks in all performance statistics
that were compared. The Extreme Learning Machine (ELM)
has been employed by [29] to the estimation of the Robusta
coffee yield based on soil fertility properties. The performance
of 18 different ELM-based models was evaluated with single
and multiple combinations of the predictor variables based on
the soil organic matter (SOM). The MLR and RF have been
chosen for the comparison, the results indicated that the EML
outperformed the MLR and RF models.

B. Image-based Datasets

[30] Explored the value of combining data over multi-
ple sources and years into one data-set in conjunction with
machine learning approaches to build predictive models for
pre-sowing, mid-season and late-season crop yield. Yield from
wheat, barley and canola crops from 3 different seasons. The
collected data consisted of yield data, the electromagnetic



induction survey EM and gamma radiometric survey, Nor-
malised Difference Vegetation Index (NDVI) and rainfall. RF
models were used to predict crops yields using the space-time
cube. The models performed better as the season progressed,
because more information about within-season data became
available (e.g. rainfall).

[31] Built a model for estimation of citrus yield from
airborne hyper-spectral images using an ANN. It used an
airborne imaging spectrometer for applications eagle system to
acquire images over a citrus orchard. The work concluded that
its obtained results demonstrated that the ANN model could
work well for the observed hyper-spectral data, and suggested
potential of using airborne hyper-spectral remote sensing to
predict citrus yield.

[32] Proposed a wheat yield prediction using machine
learning and advanced sensing techniques. The aim of this
work is to predict within-field variation in wheat yield, based
on on-line multi-layer soil data, and satellite imagery crop
growth characteristics. The performance of CP-ANNs, XY-
fused Networks (XY-Fs) and Supervised Kohonen Networks
(SKN) for predicting wheat yield were compared for a single
cropping season. Results showed that the accuracy of the SKN
model and its performances outperform the two other models.

[33] Established a yield prediction model for cabbage
using the Green-seeker hand-held optical sensor that provides
useful data to monitor plant status, and the NDVI. The
NDVI measurements are commonly used for characterising
the nitrogen condition or biomass development of plants,
and other nutritional monitoring in field crops of elements
like potassium and phosphorus. The modified exponential,
linear and quadratic functions were used to regress cabbage
yields with NDVI measurements collected during growing
seasons.By comparison, the exponential equation showed a
better performance than the linear and quadratic functions.

[34] Developed two ANN models for early yield prediction
of Gala’ apple trees. These models were analysed 50 RGB
images of the trees to identify the fruit. These two models
were proved to predict yield accurately.

[35] Extended the model of [36] to predict soybean crop
yields in Argentina and transfer the learning to Brazil using
deep learning techniques (Long/Short Term Memory Net-
work(LSTM)), and the Moderate Resolution Imaging Spectro-
radiometer (MODIS) satellite imagery as data. To transfer
learning from Argentina to Brazil, it initialised the LSTM
model with the parameters from a neural network trained
on Argentine soybean harvests. Then, it stripped out the last
dense layer of the pre-trained model and replace it with an
untrained dense layer of the same dimensions before training
the modified model on the available Brazilian training data.
The results in Argentina and Brazil demonstrated that this
approach can successfully learn effective features from raw
data.

[37] Used the MODIS EVI (Enhanced Vegitation Index)
product combined with ground temperature measurements to
predict corn yield using SVM and Deep Neural Network
(DNN). The DNN is able to provide accurate predictions. In

the same way, using MODIS EVI, NDVI, Leaf Area Index
(LAI) and land cover together with climate data (precipitation
and temperature).

V. CROP AND PLANT PROTECTION

Forewarning, protection and detection of crop diseases
correctly and timely when they first appear is a very im-
portant task of crop monitoring, it will reduce yield losses
and inform and prevent farmers to take effective preventive
actions. For detecting crop and plants diseases, several works
have used image processing, consequently image-based data
and classification techniques for detecting crops diseases’
[38]-[42]. The general approaches of these works are almost
similar, as described in the process presented in Figure 3.
The approaches started by capturing and collecting images
for disease plants using cameras, scanners or other sensors.
After that, segmentation of plant disease spots, followed by
an extraction of features like colour, shape or texture. In the
end, the employment of classification methods, such as ANN,
BC method, KNN, SVM, to classify disease images.

[38] Proposed a deep learning approach for crops classifica-
tion and disease detection, based on image data-set of 54,306
images of diseased and healthy plant leaves collected under
controlled conditions. It trained a deep CNN to identify 14
crop species and 26 diseases (or absence thereof). The results
obtained demonstrate the feasibility of this approach.

Similarly, [43] adopted deep CNN to develop a model of
plant disease recognition using leaf images database contain-
ing 30880 images for training and 2589 images for validation.
The proposed model was able to recognise 13 different types
of plant disease from healthy leaves and to distinguish plants
from their surroundings. It achieved an average accuracy of
96.3% on the experimental analysis.

[39] Introduced an automatic detection and classification
method for crop disease using plant leaf images. This method
composed of four phases; it started by the image acquisition,
then a pre-processing by creating of a colour transformation
structure for the RGB leaf image followed by the application
of device-dependent colour space transformation for the colour
transformation structure. After that, segmentation of images
performed by K-means clustering technique to calculate the
texture features. After that, a classification of the extracted
features using ANN.

For accurate and early detection of rice crop disease; [40]
presented an application of SVM for detecting rice diseases
spots. The results showed that SVM could effectively detect
and classify these disease spots.

[44] Applied an ANN to discriminate fungal infection
levels in rice panicles, using hyper-spectral reflectance and
principal components analysis. Hyper-spectral reflectance of
rice panicles was measured through the wavelength with a
portable spectro-radiometer in the laboratory. A Learning Vec-
tor Quantization (LVQ) neural network which is a supervised
learning technique that can classify input vectors based on
vector quantisation has been used to classify fungal infection



levels into one class of (healthy, light, moderate, and serious).
The results showed a good accuracy.

[45] Investigated the performance of four classification
algorithms applied to the problem of classification of Egyptian
rice diseases using historical data. In this study, a compre-
hensive comparative analysis of four different classification
algorithms and their performance has been evaluated, namely:
J-48 DT, Naive Bayes net, random trees (RT) and RF. The
experimental results indicated that the J-48 DT achieved
highest sensitivity, specificity and accuracy and lowest error,
thence, gave the best results, where the Naive Bayes was the
Worst.

Deep learning has been used also by [46]-[50].

Among those, [46] used CNN model to perform plant
disease detection and diagnosis using simple leaves images of
healthy and diseased plants, from database incorporates 87,848
images, containing 25 different plants in a set of 58 distinct
classes of (plant, disease) combinations, including healthy
plants. It tried different model architectures for training, with
the best performance reaching an 99.53% success rate in
identifying the corresponding (plant, disease) combination (or
healthy plant).

Another work [48] is proposed to identify various tomato
diseases using a combination of super-resolution and conven-
tional images to enhance the spatial resolution of diseased
images and to recover detailed appearances, based on database
of 18,149 images. A super-resolution CNN was used for
super-resolution and it outpaced other conventional disease
classification methods.

Five different architectures of deep CNNs have been eval-
uated by [49] for image-based plant disease classification.
The architectures evaluated including: VGG 16, Inception V4,
ResNet with 50, 101 and 152 layers and DenseNets with 121
layers. Openly and freely data-set from PlantVillage were used
for this study, this data-set has 54,306 images, with 26 diseases
for 14 crop plants. The results showed that the DenseNets
had tendency’s to consistently improve in accuracy with the
growing number of epochs.

[51] Used SVM algorithm with NDVI and raw data inputs
to develop weed-crop discrimination. The performance of this
model was evaluated and compared with a conventional plant
discrimination algorithm based on the measurement of discrete
NDVIs and the use of data aggregation. Results showed that
the use of the Gaussian-kernel SVM method in conjunction
with either raw reflected intensity or NDVI values as inputs,
provides better discrimination accuracy than that attained
using the discrete NDVI-based aggregation algorithm. Another
work, [52] employed the RF for recognising weeds in a
maize crop using near-infrared snapshot mosaic hyper-spectral
imagery. Experiments were conducted using three different
combinations of features and compared with the KNN. Results
presented an overall better performance of the optimal random
forest model.

VI. CROP AND FRUIT DETECTION

Crop and fruits detection is a kind of crop prediction, but
it is based on the detection of the presence of fruits from
images. It aims to provide information to growers to optimise
economic benefits and plan their agricultural work, in addition,
to adjust management practices before harvesting and to
decide proper investments in advance because it offers an early
estimation of yields and fruit growth. The study presented
in [53] investigated the possibility of using a deep learning
algorithm and CNN for recognising two classes (mature and
immature strawberry) based on greenhouse images. The study
tried to propose solution for training and learning a CNN using
a small set of data, it uses 373 images for training and for
testing. The developed CNN achieved a good precision.

[54] Proposed an automatic, efficient and low-cost fruit
count method of coffee branches using computer vision.
The method calculated the coffee fruits in three categories:
harvestable, not harvestable, and fruits with disregarded mat-
uration stage, and estimated the weight and the maturation
percentage of the coffee fruits. After the process of image
pre-processing, three classifiers were implemented to perform
tasks of the detection, classification and fruits’ count; Bayes
classifier; KNN; and SVM classifier. After that, and according
to the experimental results, the authors have selected the SVM
to validate their model because it outperformed the Bayes and
KNN.

[55] Suggested a machine vision system for detecting
cherry tree branches in planar architecture for automated
sweet-cherry harvesting. The system was developed to seg-
ment and detect cherry tree branches with full foliage when
only intermittent segments of branches were visible. A BC was
used to classify image pixels into four classes: branch, cherry,
leaf and background. The algorithm achieved good ccuracy in
identifying branch pixels.

[56] Presented a method for the detection of tomatoes
based on EM and remotely sensed RGB images. Images were
captured by an unmanned aerial vehicle UAV. It employed
several techniques of data mining, it first started by clustering
technique using Bayesian information criterion to determine
the optimal number of clusters for the image. Then, it used
K-means to carry out the spectral clustering, where the EM
and Self Organising Map (SOM) algorithms are utilised to
categorise the pixels into two groups i.e. tomatoes and non-
tomatoes. It is observed that EM performed better than K-
means and SOM.

[57] Developed an early yield mapping system for the
detection of immature green citrus in a citrus grove under
outdoor conditions based on machine vision. As all other
relative studies, and after images pre-processing and features
extractions, SVM was applied to detect the immature citrus.
The accuracy was achieved a good value.

Another model, called DeepFruits, was proposed in [58] for
sweet pepper detection from imagery data, RGB colour and
Near-Infrared. This work employed a CNN and adopted for
the Faster Region-based CNN (Faster R-CNN). The model



was trained, and its performance through the measure of
precision and recall was promising. [59] Presented computer
vision algorithms for immature peach detection and counting
in colour images acquired in natural illumination conditions
using several classifiers and ANN. It used seven different clas-
sifiers, including some parametric and non-parametric ones:
discriminant analysis for classification, Naive Bayes classifier,
KNN classifier, classification trees classifier, regression trees
classifier, SVM and ANN. It has concluded that considering
overall performance of the classifiers, the parametricity was
not a significant factor in detection performance with respect to
classifier type. For example, the ANN classifier which is non-
parametric and the DA classifier which is parametric provided
successful detection in the experiments. While the SVM and
the KNN classifiers which are non-parametric yielded good
success rates with just one method, their detection accuracy
was poor for the two other methods. However, the lowest
detection performance was obtained by the Naive Bayes
classifier for the three methods used in the experiments; this is
because it is known that this kind of classifier is usually less
accurate than other supervised methods due to its inadequate
ability to deal with complex interactions between features.

VII. CLUSTERING TECHNIQUES FOR CROP YIELD

Clustering techniques are not widely employed in DA, few
efforts have investigated the potential of such techniques.
Although, there are two sub-classes of clustering for crop
yields: modelling and delineation of management zones.

A. Modelling

[60] Proposed a methodology and life cycle model for
data mining and knowledge discovery called KDLC Knowl-
edge Discovery Life Cycle. The methodology consisted of 6
activities that guide and assist the user throughout the KDD
process, and combined supervised inductive rule learning and
unsupervised Bayesian classification via constructive induction
mechanism to construct a multi-strategy knowledge discovery
approach. This approach started by analysing data sets using
an unsupervised Bayesian classification system to discover
interesting taxonomic classes, and these can be represented
as new attributes in an expanded representation space via
constructive induction mechanism, this later was then used to
learn useful concepts, relationships, and rules that characterise
knowledge in the data space. The case study dealt with crop
yields for a farm in the state of Idaho to define the highest
yield regions.

[61], [62] Introduced a modelling approach of Fuzzy
Cognitive Map (FCoM) to help on the decision-making. it
utilised FCoM learning algorithms to handle initial knowledge.
It used the soft computing technique of FCoMs which enriched
with an application of unsupervised learning algorithm (the
nonlinear Hebbian learning (NHL)), to characterise the data
into two production yield categories, and to describe the cotton
yield management in smart farming, especially, the estimation
of yield trend is a complex process. The aim of this work
is to present a methodology that can determine cotton yield

behaviour in smart farming, based on artificial intelligence
techniques and particularly based on aspects related to knowl-
edge representation. The proposed methods are dependent
on the group of experts who operate, monitor, supervise
the system and they know its behaviour. This methodology
extracted the knowledge from the experts and exploited their
experience of the system’s model and behaviour.

The NHL algorithm is proposed to train FCoM. It is in-
troduced to overcome inadequate knowledge of experts and/or
non-acceptable FCoM simulation results and to adapt weights.
The accuracy of the FCoM model and the implementation of
the NHL algorithm for ’low’ and ’high’ yield categories for
the three respective years of 2001, 2003 and 2006 has achieved
an acceptable success rates.

[63] Presented a hierarchical grading method applied to
JonaGold apples. The unsupervised learning K-means cluster-
ing algorithm was used, and the number of clusters K was
fixed by preliminary studies to 16 for the variety of apples.
A principal component analysis was carried out and the K
first principal component representing 97% of the whole vari-
ations were used to compute a quadratic discriminant analysis
to finally grade the fruits. The global correct classification
achieved acceptable rate.

[64] Proposed intensified fuzzy clusters for classifying
plant, soil, and residue regions of interest from colour im-
ages. The clustering algorithms: fuzy C-Means (FCM) and
Gustafson-Kessel (GK) in conjunction with Fuzzy excess
red (ExR) and excess green (ExG) indices were used for
unsupervised classification of hidden and prominent regions
of interest (ROI) in colour images, included sunflower, redroot
pigweed, soybean, and velvetleaf plants, against bare clay
soil, corn residue and wheat residue, typical of the Great
Plains. Clusters and indices were enhanced with Zadeh’s (Z)
fuzzy intensification technique; so that, they have used a
ZFCM and ZGK algorithms, in addition to ZExG index and
ZExR index. The paper concluded that the ZGK algorithm
could be potentially useful for remote sensing, mapping, crop
management, weed, and pest control for precision agriculture.

B. Delineation of management zones

Usually, farmers split their agricultural land into fields for
several reasons; to variate their crops and make crop-rotation
practices, to facilitate the management tasks and to create their
yields maps to help them in enhancing their crop yields. This
process is called delineation of management zones (DMZ).
DMZ of yields is an important task for crop monitoring since
it aims at determining zones of low-or-high yields, and to find
out reasons behind low yield fields, hence, to propose solutions
to increase yields of the fields known by their low productivity.

From the DA view, given an area divided into zones, DMZs
process tries to find adjacent zones which exhibit similar char-
acteristics or homogeneous with other zones, at the same time
are heterogeneous and have different characteristics with other
zones. This can be translated using data mining vocabulary
by clustering. Based on the literature review, and for both
techniques for delineation of yields’ zone management, the
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most used technique is k-means clustering (non-hierarchical
method).

Figure 4 depicts the general process of delineation of man-
agement zones followed by the majority of proposed works.

[65] Presented a study that aimed to point out the possibility
of using the hierarchical method as complementary to the non-
hierarchical clustering method in order to estimate a statis-
tically significant number of management zones of a given
field which can be used as an input for the non-hierarchical
method. For this end, it collected data from yield monitoring
during three seasons for three different crops (Spring barley;
oil-seed rape; winter wheat). The cubic clustering criterion
(CCC) has been used to estimate the statistically significant
number of clusters for both Ward’s method (hierarchic method)
and k-means method. The conducted clustering uses in the
first step the hierarchic method (Ward’s method) in order
to explore the data based on the homogeneity which allows
to identify the homogeneous places, followed by the non-
hierarchic method (k-means clustering) which creates clusters
which are as heterogeneous as possible. The results of this
study showed that it was beneficial to use both the hierarchical
and non-hierarchical clustering methods when determining the
management zones from yield maps.

Using the same above mentioned method, [66] proposed
to use it in order to evaluate the potential of identifying the
yield potential zones based on historical yield maps, and to
evaluate the procedure over the growing extent of input data. It
used historical data for yields maps from six growing seasons
(spring barley, winter wheat, spring barley, spring oil-seed
rape, winter wheat, spring barley) and designed 67 monitoring
points. Results showed that using these data from commercial
combine monitoring systems enables determining the zones,
despite its complexity. Multiple yield data are recommended
as the values of analyses increase with the increased number
of input data sets.

K-Means algorithm groups data by the similarity of their
values, using some distance measures such as the Euclidean
distance, but for the task of delineation, data are also char-
acterised by geographical coordinates associated with each
sample, which leads to the idea of grouping data using other
factors like the geographical distance determined between
samples. However, [67] data are associated with a location
which causes an inherent degree of vagueness because of

several factors such as the accuracy of the GPS capture device.
Moreover, making the groupings not reliable if obtained as
hard clusters, as by the k-means algorithm. For this reason,
clustering algorithms that take into account the data impreci-
sion, like the fuzzy clustering, and allow a sample to belong
to more than one cluster with a certain degree of membership,
should be used for applications in PA. One of the most widely
used fuzzy clustering algorithms is the FCM) algorithm.

[68] Proposed an approach for the delineation of Potential
Management Zones (PMZ) for differential crop management
that expresses the productive potential of the soil within a
field, using farmer’s expert knowledge and data on yields.
It used yield maps, remote sensing multi-spectral indices,
apparent soil electrical conductivity, and topography data for
their cluster analysis. It implemented FCM to create different
alternatives of PMZ, and then the farmers’ expert knowledge
was taken into account to improve the resulting PMZs that best
fitted to the yield spatial variability pattern. The validation of
PMZ was done with yield data in maize (Zea mays L.) field
acquired at the end of the season.

In the same way, numerous works used either KMeans or
FCMs for DMZs of yields; among others, [69] proposed a
management zones delineation using fuzzy clustering tech-
niques in grapevines, using Soil properties, yield and grape
composition data. [70] Applied FCMs technique in a geo-
referenced yield and grain moisture data set in order to find
the optimal number for homogeneous zones. The best results
presented by this algorithm ranged from 8 to 10 zones which
were validated using the indexes Partition Coefficient, Classi-
fication Entropy and Dunn’s Index. [71] Used k-means cluster
analysis, a multivariate analysis of variance and discriminant
analysis in an attempt to evaluate a framework for delineating
PMZs in cotton. [72] Developed software called ZoneMAP to
automatically delineate MZs using satellite imagery and field
data provided by users, processed with FCM algorithm. [73]
Used FCM to delineate management zones considering histor-
ical yield data from corn-soybean rotation crops, identifying
the spatial association of the obtained maps with soil maps.
It proposed cluster analysis of yield and soil properties as
the basis for delineating MZs. [74] Used FCM clustering to
delineate MZs on NDVI, salinity and yield data in cotton.
It provided an effective decision making support tool for
variable-rate applications.

VIII. DISCUSSION

In this section, we will draw some remarks regarding the
application of data (mining/analytics) in DA and their extent
of use of big data concepts.

From the data mining perspectives, methods analysed in
this review, regardless the examined discipline as described in
Figure 2, employ the same process: data/image acquisition,
then processing and features selection, followed by the clus-
tering or classification task; which is considered as a typical
data mining application. Of course, each discipline has its
specificities, and each problem within the same discipline has



its characteristics, obstacles, and has a special kind of data with
variation in type and volume, thence each problem requires
a particular solution and adequate algorithm considering the
above-mentioned differences.

Therefore, it is not wise to recommend a solution or an
algorithm for a problem, to prefer a solution than another
or to judge an algorithm that it is better than another one.
Although the application of machine learning algorithms in
DA is intuitive, challenges encounter this application and the
performance of these algorithms are non-trivial. It is well-
known that machine learning algorithms are sensitive to data
used to train them. As we have seen, computer vision and
artificial intelligence have also emerged in DA in conjunction
with machine learning.

Images, sensors and satellites data types require a pre-
processing and segmentation before using them which has
been performed using Al techniques. The quality of the result
of image processing depends on the quality of images, which
in its turn, depends on the acquisition step, the used devices to
capture them, to the lightning background and other factors.
It is obvious that these facts influence the performance of the
machine learning algorithm. This reality is highly manifested
in the case of delineation of management zones, where the
process is almost the same, even for the choice of the cluster-
ing algorithm; the differences were in the choice of data type,
choices for algorithms to process data, the number of features,
etc. The same remarks are relevant to the other applications
like crops classification, crops protection and detection.

In the case of yield prediction; we have found two kinds of
forecasting depend on the nature of the used data:

o A yield forecast system based on historical data provides
a pre-season estimation of the yield, and even before
the beginning of the crop season which can give time
and capability to farmers to make decision on which
strategy to follow and which step to change to enhance
the crop yield ahead in the crop cycle, like choosing seeds
and crop type that match more the climate and weather
variations, soil state, etc. In addition, it can work in large
fields without any additional cost. The performance of
machine learning algorithms for this type of forecasting
depends on the quality-quantity of data which will feed
the algorithms.

o On the other hand, forecasting system based on the other
types of data regarding images issued by satellite, cam-
eras, scanner, sensors, allows for on-season estimation, at
the beginning of the growing season, at the middle or at
the end of season just before the harvest, since it requires
treating images for the crops upon which it performs
the estimation. So that, it can provide too, near real-
time insights into the state of crops and other problems
like diseases. This system can work on small to large
fields but with additional cost for images’ acquisition. For
example, it is known that satellite imagery is expensive
and not within the reach of all farmers, in addition, most
of the reviewed works showed that the use of the NDVI

data is time-consuming to be acquired and processed.
The performance of machine learning algorithms using
these data depends on the quality of images, to the image
processing and features selection process.

Another observation from the analysed works revealed that the
ANN with its numerous implementations had dominated the
prediction tasks, the SVM for the classification and detection,
and the K-means for the clustering. It is worth to notice
the emergent use of deep learning and CNN for the most
recent works on detection, classification and prediction, which
in fact presents impressive results. This is because of the
availability of sophisticated computational hardware like GPU
which allows for the processing of voluminous and complex
data.

From the big data perspectives, an application is said to be
applied big data concept if the used data-set can be described
by four primary characteristics: volume, velocity, variety and
veracity, commonly know by 4Vs.

o Volume (V1): The size of data collected for analysis;

o Velocity (V2): The frequency of collecting data. Data is
accumulated in real-time and at a rapid pace, occasion-
ally, yearly...;

o Variety (V3): The nature of data used and its sources: his-
torical or image, or a combination of both. For example
it can have a multi-sources from reports, images, videos,
remote and sensing data...;

o Veracity (V4): The quality, reliability and the accuracy of
the data;

It is obvious that more data is complex regarding its
4Vs more their analysis is complex too, so, considering the
employment of the four metrics of big-data in DA we draw
the following remarks:

o Velocity: it is remarked that many works do not men-
tioned the frequency of accumulating their data. Gen-
erally speaking, in DA the frequency of collecting data
depends on the nature of data itself and to the problem for
which data were collected. Some applications need a real-
time data and others do not. Data-set for the prediction
of crop yields used historical data have low velocity
comparing to data-set collected for the protection and
disease detection of crops using sensors or other type
of image data which require a day per day control and
hence, real-time data.

e Variety: most of the examined works used multi-source
of data and in many cases a combination of historical and
image data were exploited.

o Veracity: it is observed that most of the used data-sets
needed to be cleaned and pre-processed, and that more
the variety and velocity is high in the used data-set more
its veracity is high too. [75] State that increased variety
and high velocity hinder the ability to cleanse data before
analysing it and making decisions, magnifying the issue
of data ’trust’.



Considering the volume metric of big data, it is noticed that
the volume of data-sets used by most of the analysed works
does not meet the standard of big data. This reality is due to
the following points which are considered are barriers against
the full utilisation of big data in DA:

o DA is a new concept for farmers, and it is not applied
until very recently. Before, farmers are not interested and
motivated to collect data except for few cases like yields
and weather conditions, or for statistics’ purposes;

o Data-sets are usually collected from individual small
farms and laboratories which cannot allow to generate
a big mass of data.

« Big mass of data can be generated by big farms which
usually belong to big companies, so that for security
reasons and for competitions too, these companies avoid
and do not prefer to share their data or to publish it.

Besides, the volume metric is highly depends on the nature
of data, application employed satellite data for example is
expected to use a high volume of data due to the size of
pictures. It can depends too to the nature of the problem,
size of data for yield prediction problems has tendency to be
smaller than those used for crop protection. Moreover, with
today sophisticated machines and algorithms, the volume of
data is not the most important factor to worry about and
it is not the most critical challenge. Veracity, velocity and
variety are more essential and crucial because they add more
complexity to the analysis and to the pre-processing of the
data.

For these reasons, we are not considerate the volume
criterion, which indicates the size of data-set and shows how
much is it big. In addition, the bigness is not entirely about
the size of data set, but also about the other three elements.

Table I, resumes a set of representative papers in DA
according to their usage of big data. For each paper, we
identify the type, the size, the heterogeneity of data used, and
the frequency of its collection. In addition, we consider the
number and type of machine learning algorithms used, the
complexity of the proposed analyse algorithms and the used
device to collect data.

From Table I, we can extract three classes of applications
according to their usage intensity of the big data metrics: Full
usage, light usage, non usage.

o Full usage: are applications that fully employ big data by
all of its elements;

o Light usage: are applications that partially employ big
data elements;

« Non usage: are applications that do not have any kind of
use of big data concept and elements.

IX. CONCLUSION

Digital agriculture is in the way to re-shape the farming
practices by making it more controllable and accurate; its
key component is the use of information and communication
technologies, sensors, GPS and other technologies for the
benefit of farmers and the enhancement of its crops.

Data mining and machine learning techniques are reliable
techniques for analysing data and exploring new information
from these data. On the other hand, big data adds additional
support to DA by discovering further insights from the col-
lected data in order to solve farming problems and inform
farming decisions.

This survey presented a systematic review of the application
of data mining techniques and machine learning methods in the
agricultural sector. It was first exhibited the process of crops
management and its different parts, where we are focused on
the crop yield monitoring. Then, for this later, it has provided
a classification of the several employment of data mining
techniques into this field. For each class of the classification,
a set of existing works have been reviewed to demonstrate the
machine learning method applied and for which purpose.

After that, the survey discussed the applicability of big
data concepts, and it demonstrated that DA is on the road
to exploit the full potential of big data concepts. This will
open the gate to new opportunities of investment into these
fields and will allow for a very different management way
of crops, it promises new levels of scientific discovery and
innovative solutions to more complex problems. In addition,
it will provide farmers with new insights into how they can
grow crops more efficiently.

The survey established that despite all the advantages gained
from DA, there are several challenges and obstacles need to
be surmounted in order to make from DA a real data-driven
solution, among them lack of data because of several reasons
like data ownership rights, data (or agricultural knowledge)
providers needs guarantees for both their investments (money)
in DA and for their security (competitions and many other
facts), in addition, they usually need to acquire new skills
to understand new technologies, which means an additional
investment in term of time and effort.

To conclude, we say that ”if energies are the soul of
machines, then data are the spirit of algorithms”.



TABLE I

DA APPLICATIONS AND THEIR USAGE OF BIG DATA CONCEPTS.

Ref Volume Velocity Veracity Variety ML Complexity Device Task
. Image Data 2 3 .. . .
[18] 224 images / No digital images SVM O(n?p + n°) + O(nsyp) Digital camera Classification
* _ .
372 years Sensor data: Fuzzy time: O(ndc?3) Pressure-based: .
[73]  of data 1 year / soil propertics C-means space:0(nd + nc) Agleader Clustering
monitoring prop pace: Ames,JIA
EL (DT+ O(n(zp) +)O(p) +O0(n?p +n?)
Satellite data: +O0(nsyp)+ . . .
[15] / / No Images in GeoTiff i\;}l\f]; O(epn(nlinls + nlanls + ...)+ Satellite Classification
O(pnli + nlinle + nlanls + ...)
3000 for ] 1 year_for Image and Camera Nikon
topographical  crop yield sensor data: Topeun A200LG
data, 3120 and soil’s Soil properties O(epn(nlinla + nlanls + ...)+ pe . ..
[20] d . . No . ANN electromagnetic Prediction
ata points composite Topographic O(pnl1 + nlinla + nlanls + ...) induction sensor
for the 1 day for crop yield .
. . . Yield sensor and GPS
other types climat climatological
All types of data:
yield, soil Yield monitor
information 2 soil-maps, EM ..
[30] / / Yes Geo-physical RF O(n?pntrees) + O(pntrees) gamma survey Prediction
Remote sensed MODIS NDVI
Climate
Historical data: . .
[66] 229 1 year Yes Crop yield K-means O(ncdi) / Clustering
Image data: N
[14] 10413 / / Digital images CNN O(TQtq) Cell phone Classifiation
Historical data:
[29] / 1 year No Crop yield ELM O(L® 4 L?n) / Prediction
soil parameters
Imase data: SVM,ANN,NB Discriminant analysis: Camera Nikon
[59] 96 lyear Yes Di i%al ima- cs KNN DT O(np?) CoolpixL22 Classification
g g Discriminant analysis ~ NB: O(np) + O(p) P
. . . Satellite and sensor data:
multi-spectral image: surface reflectance
[36] 8945 8 days interval for Yes Gaussian CNN O(TQt2) MODIS satellite Prediction

30 times a year

land surface temperature
land cover




Where:

No: data were clear and all samples have been used;

Yes: data were cleaned and filtered and some samples were
not considered because of abnormalities, inconsistencies or

duplication and for other reasons;

n: number of training simple or data points;
Nsy: number of support vectors;

P: number of features;

Nirees. NUMber of trees;

¢ : number of cluster;

d : number of dimension;

7 : number of iterations;

L: number of hidden layers;

TQ is the size of input feature map; spatial, two/three-
dimensional kernels are of size (tq);

ep.
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Abstract— a parameter estimation algorithm for single-input
single-output system, represented by (CARARMA) model is
derived based on extended iterative identification algorithm. Two
identification models is obtained, the first one is the system
parameters model and the next is the noise parameters model, the
purpose is to enhance the computational efficiencies of the model.
The values of some statistical indicators, which are (r), (MBE),
and (d) are determined to evaluate the model performance. In
addition, Rissanen’s minimum description length (MDL) method
is used for a selection of system model order. The effectiveness of
the algorithm is confirmed in the Simulation results.

Keywords— parameter estimation, identification algorithm,
Descriptive Statistics, statistical indicators, correlation coefficient

I. INTRODUCTION

In the past few decades, Parameter estimation or system
identification has received extensive attention in control
systems, chemical processes and signal processing, [1]. The
identification/estimation of parameters of the system from an
input—output sequences is called system identification or
parameter estimation [2]. Many developed identification
methods in the literature have been using for identification of
the parameters of linear systems and as well as nonlinear
systems [3], for instance, least-squares methods the maximum
likelihood methods, and the iterative identification methods [1].
In general, most of the realistic physical processes are
multivariable systems and then, many estimation methods for
multivariable systems has been developed lately [4]. For
example, a R algorithm for the multi-input single-output
systems based on the bias compensation technique was
presented by Zhang; decomposition based maximum likelihood
generalized extended least squares algorithm for multiple-input
single-output nonlinear Box—Jenkins systems was derived by
Chen and Ding. Multivariable controlled autoregressive
moving average (ARMA) systems identification have
Difficulties, because the information vector contains unknown
variables and unmeasurable noise terms. The usage of iterative
identification is the solution for this problem and these
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Ibrahim N. Jleta
Department of Electrical and Computer
Engineering
Libyan Academy
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unmeasurable variables are replaced with their estimates, and a
least squares based iterative algorithm is proposed in, for
multivariable controlled ARMA systems. [5]. In these systems,
a hierarchical identification principle and iterative identification
principle is combined and the aim is to decompose the original
identification problem into two sub issues with smaller sizes of
the covariance matrices is used [6]. First sub issues is system
identification model and the next is identification model of the
noise in order to enhance computational efficiencies [5]. The
performance of models need to test and there are many
statistical indicators are commonly used for that, such as
correlation coefficient, Mean Bias Error (MBE), and d statistics
[7]. This paper is organized as follows:. Section 2,
identification model of the proposed algorithm is derived.
Section 3, model validation performance evaluation is
discussed. In Section 4, simulation results is presented. Finally,
concluding remarks are offered in section 5.

Il. THE IDENTIFICATION MODEL DERIVATION OF THE PROBOSED
ALGORITHM

This work considers single-input single-output system,
represented by (CARARMA) model, as shown in fig. 1

£(K) D(z)
A(z)C(z)
u(k) B(z) "\ .
AG) o

Fig. 1. Structure of the proposed Model
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are the polynomials in the unit backward shift operator as

n

27y(k) = y(k-1) [8].u(k), y(k) and &(i)are the input,
output and noise whilea, , b, and d; are the parameters. This
algorithm can be written as

YK =-Yay(k-1)+ Youlk i)+ (k) ®

Decomposed technique is derived to obtain: first, the
System identification model is

y(k)==2ay(k-i)+ bu(k i) 4)
i=1 i=1
The system parameter is defined as
0,=[a,.a,] 6, =[by,..b, ]
95 = [ga gb ]T

The system information vectors are [7].
ZaT =[-y(@i-12)...—y(i—n)]" 2, =@ -1..u@ —n)].
zI()=1z] Z]] 5)
Then, the system output is

ys (k) = Z{ (k)0 (6)

Next, the noise identification model is

v(k) == ev(k—i)+ Y di&(k—i) + £(K) (7)
i=1 i=1

Define the noise parameter vectors and the information
vectors as

6, =[ci.cpennCy I L Gy =[dy,dy...d, T
0,=[0. 6]

2y (k) =[-v(k=D)..-v(k =m)], Zg (k) =[£(k =D)..&(k—n)]
z; ()=1z{ z4] ®)
The linear regression form is

v(k) =Z; (K)G, +&(K) )

This equation and equation (6) can be substituting into
equation (3) and the result gives the following identification
algorithm [9].

o
y(k)=[z{ Z, ]{ ;}(:(k)

y(k)=Z{ 0 +Z ()0, +E(K) =ZT 0+ E(K) (10)

Where

12

z" =|zI zT| and 9:{ S}
6,

Define two intermediate variables:

y1(k) = y(K)-Z7 0, (11)

y2 (k) = y(k)~Z{ 6, (12)

From equation (10), we can written equation (11) and
equation (12) as

y1(K) =276, +&(K) (13)

Y2 (k) =276, +&(k) (14)

the data from k=1to k=N is considered. The output
vectors Y(N),Y;(N) and Y,(N) , the regression vectors

Z,(N) ,E,(N)and noise vector 3(N) can be written as
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.y(N) _.yl(N)_ _.yz(N)_
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2. (N)= , E,(N)= ,3(N) =
és(N) in(N) lf(N)
From (11) and (12), we have [10].
Y,(N)=Y(N)-Z]6, (15)
Y,(N)=Y(N)-ET6, (16)
and from (13) and (14)
Yi(N) =Z16, + 3(N) 17
Y,(N) =276, + 3(N) (18)

The equation error (residual) £(k) is introduced as

&K) =y, (K)-Z," (K6, (19)

&K =y, (K)-Z," (K6, (20)

Equations (19) and (20) can be written compactly as

Si=Y —EI 0s (21)

Sp =Y, _:Ign (22)

For the minimization of the error vector £(k), the least-

square method can applied. To this end, define the following
cost function [11].

N
3=313 =Z§1 (k) (23)

N
3, =333, =) 5K (24)

If equation (21) is substituted in equation (23) and equation
(22) is substituted in equation (24), we obtain

Iy =Y, —E{6)T (Y, —EL6,) (25)

Jo=(Y,—E16,)T (Y, —E16,) (26)
Hence

oJ —_

a0, = % (h-E:0) (27)

oJ _

ﬁ =221 (Y, —E,6,) (28)

Where the following formula used

0 0
%[AG)] = %[@ AT1=AT (29)
If we set 5%9 equal zero, we obtain

ZlY, =E12.06, (30)

=Y, =226, (31)

Relations (23) and (24) have solutions when the matrixes

ZiZ, and =] =, are invertible, and therefore, the results are

6, =[E1E,1"ElY, (32)
0, =)=, 15T, (33)

Equations (15) and (16) can be substituted into equations
(32) and (33) respectively as

0, =[E1E,1"E] [Y(N)-E]6,] (34)

L =[ERETEN Y (N)-E16,] (35)



Because Z, (k) in E, (k) contains the unmeasurable noise

terms v(k) and £(k) , it is impOssible to calculate 6,and 6, .
Here, the interactive estimation theory is the solution to

generate 0, , 6, . k=1,2,... be an iteration variable dy and
6, be estimates of #, and 6, ,V(k—1) and E(k—1) be the
estimates of v(k—1) and £(k—1), and Z, (k) at iteration k
obtained by replacing v(k-1) and £(k-1) in Z,(k) with
V(k—1)and E(k-1)[12], i.e

ZA:k k) =[+, ,(k =1)...—v, ,(k =m),

. . 36)
gk—l(k _1)"'§k—1(k _m)]
—an (1) |
énk (N) =1
_an(N)_
From equation (18), we have
§(k) =y(k) -2 65 -Z; (k)6, (37

Z,(k), 6, and 6, replaced with, 2T, (k) 64 and 6, , and
therefore £(k)of &(k)is calculated by

E(k) = Y(K) = Z{ Oy =23 ()0 (38)
Z,(N), 6,and 6, are replaced with=,(N), 6y and6,, .
The estimated 6, and 6, based on two-stage (CARMA) based

RLS algorithm for SISO systems as

=T= ]—1

- '_‘S'_‘S

[Y(N) '—‘nkgnk] (39)

A

0, =[ENEn] " EN Y (K) -2 64 ] (40)

ZT (k) =[-y (K =2)..—y (k —n),u(k —1)..u(k —m)]

20 (K) =[O (k=1)..= 0y (k—m), & 5 (K=1)..& 4 (k —m)]

From equation (18)

TAH T é
E(k) = y()=Z{ Oy —Z5 Oy = YO -[2] Z L }
nk

Ek)=y(K)-Z"f, (41)

I1l. MODEL PERFORMANCE AND ORDER SELECTION

Many Statistical Indicators have been used as a standard
statistical metrics to measure model performance such as
correlation coefficient, the mean bias error and Descriptive
Statistics (d). In addition to, there are many methods in the
literature are using the selection of model order. One of these
methods is Rissanen’s minimum description length (MDL).

A. Correlation Coefficient

Correlation is a statistical method that measures the degree
of connection between quantitative variables. This degree of
relationship can vary from none weak or strong. A correlation
coefficient is the a correlation analysis result and is given by

N

Z k) =y ())(y (k) -y (k)
r= = (42)

JZ(Y(k)—f(k))ZZ (y(k)-y (k)

Where,
y (k) = estimated data

y (k) = average value of estimated data
y (k) = measured data

¥ (k) =average value of measured data

N =number of the sequences

The values range of a correlation coefficient is always
between -1 and +1. If it is +1, that means perfect linear
relationship in linear positive between two variables. If it is -1,
perfect linear relationship in linear negative between two
variables and if it is 0, that means there is no linear
relationship between the variables as illustrate in Fig.2 [13].

Positive Correlation

T T T T T




Negitive Correlation

T T T T

r i i i i

No Correlation

T T T T T T

r r r r r r

Fig. 2. Correlation Between Two Variables

B. Mean Bias Error (MBE)

MBE is the difference between the mean of the estimated
and true data and it computed by

MBE == (7 (k) () %

Low value MBE is preferred [7].

C. Descriptive Statistics (d)

A descriptive statistics “d” measure of the degree to which
the model predictions are error free. 'd" values are varies
between zero and one. If the computed value is (1), this point
out the perfect agreement between the estimated and true data
whereas if the computed value is (0), this point out complete
disagreement. A descriptive statistics is computed by

S ) -y ()
d=1 =

N (44)
Z[IY(k)—V(k )| +y (k) =y (K)[I*

D. Rissanen’s minimum description length (MDL)

(MDL) is one of the methods that used for validation of
selection of the model order and is represented by

MDL = (L+log N*n/N)V (45)

Where
N is the samples number, n is the model parameters number
and V is the variance of model residuals [14].

IVV. SIMULATION RESULTS

In order to testing the proposed model performance using
the statistical indicators that explained in section 3, consider
the following example as a second order system

A(z 1) =1+0.282"'+09522 B(z')=-0.93z"+0.68z
C(z™")=1+033z" D(z')=1-0482"
6, (k) =[0.28,0.95,-0.93,0.68] 4, (k) =[0.33,-0.48]

u(k) is the input with m=0and o* =1, whilst £(k) is

the noise with m=0 and o°=0.4 . First, correlation
coefficient is calculated for this model and data sequences
from n =0 to n =1000 has been used. Correlation coefficient (r)
for this model equal 99.93%. Fig. 2 shows the estimated
output and the true output sorted in ascending order. The
figure illustrates that they are almost perfectly related in linear
positive.
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Fig. 3. the Estimated Output and the True Output

Next, Mean Bias Error is computed for the model and the
result that has been obtained equal (0.0163). The result of this
indicator shows that the model is good. Finally, Descriptive
Statistics (d) indicator is determined for the proposed model
and the value of this indicator equal (0.9983). This value
indicates that the proposed model is nearly ideal. MDL is
computed for various candidate models (from one to seven).
The next figure shows Rissanen’s minimum description length
versus model order.
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Fig. 4. Rissanen’s minimum description length versus model order

The figure shows that the best model order is the second,
and it is the same model order that we assumed. That mean,
the validation of model order is high.

V. CONCLUSIONS

Modified iterative identification algorithm based on the
decomposed technique for (CARARMA) systems has derived
in this paper. The decomposition technique is used for
estimating the parameters of the system and the noise
parameters and therefore, the computational efficacy has been
improved. In the simulation results, some statistical indicators
have been calculated to evaluate the model performance and
their values indicate that this model has high capability. In
addition to, the validation of the model order has done using
MDL method and the result indicates that the model has high
validation of model order. The algorithm can be extended to
MISO systems.
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Abstract— The motivation behind this paper is the need for
educational processes that can be constructed and adapted to
the needs of the learners, the preferences of the tutors, the
requirements of the system administrators and the system
designers of ITS. Within this context, the paper explores the
theory to study the problem of educational process
construction. This study introduces a new multi-level view of
educational processes. Based on the proposed view, a faceted
definition framework conducts a comparative study between
different ITS to understand and classify issues in educational
process construction.

Keywords—Educational Processes, Process Engineering,
Adaptive Learning, Intelligent Tutoring System

I. INTRODUCTION

One of the evolving areas that would certainly occupy
computer scientists in the next decade is computer supported
learning environment. The latter is increasingly mediated by
new technologies of information and communication. In fact,
it can provide various technological support to guide
teaching and learning. For that, this context is considered as
multidisciplinary, which includes computer science,
cognitive psychology, pedagogy, didactics and educational
sciences.

There are different types of environments, including the
traditional e-learning system, instructional design system and
intelligent tutoring system. The latter is increasingly gaining
popularity in the academic community because of their
several learning benefits. This work concerns more
particularly the process adaptation in intelligent tutoring
systems. In fact, most of these systems allow only the
application of content adaptation and neglect the adaptation
of educational processes (learning process and pedagogical
process) [1]. This is a major constraint for providing
personalized learning path and appropriate learning content
and for exploiting the richness of individual differences of
the learning needs and the pedagogical preferences [2] [3].

In fact , the main research problem is the construction of
the learning process in ITS. The study of this problem
conducts to the extension of construction in order to take into
consideration the teaching process, also called pedagogical
process, which is strongly correlated with it. In the rest of the
paper, the term “educational processes” will be used to
indicate both learning and pedagogical process.

Within this context, literature survey is conducted by
using a framework of educational process construction. The
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comparison framework is used in many engineering works in
literature and has proven its efficiency in improving the
understanding of various engineering disciplines (method
engineering, process engineering,) [4]. By adopting the
multi-levels view of educational process definition, the goal
of the proposed framework is to identify the suited
construction approach supported by an ITS in order to satisfy
the individual learning needs and to respect the system
constraints.

This paper is organized as follows. A description of the
new multi-level view of educational processes is presented in
the next section. In section three, we specify the definition
framework. Our comparison framework is applied on
selected intelligent tutoring systems in the fourth section.
The section five concludes this work with our contribution
and research perspectives.

Il. MULTI-LEVELS VIEW OF EDUCATIONAL PROCESS

The most important task of this research is to study the
different definitions of educational processes. In fact, valid
process definition ensures valid process modeling to support
an appropriate process adaptation.

The analysis of this study conducts the specification of
new multi-levels of definition view (see Fig. 1). These levels
are separated into the Psycho-Pedagogical Level, the
Didactic Level, the Situational Level and the Online Level.
The two first levels define the educational process in the
theoretical layer. The two last levels define the practical
layer. Both layers consider the correlation between
pedagogical and learning facets.

The different definition levels are specified by three
major components (Affective, Cognitive and Metacognitive).
The first component defines the affective objective achieved
by the educational process (why ?). The second component
defines the cognitive product adopted by the process (what
?). The third component the metacognitive process used to
achieve the affective objective (how ?).



( Align
Guide

Psychopedagogical Change= ENUM {Change on Behavior, Chang on Meaning of Events,

Wy ? Change on Stored Knowledge, Change on Personal Information Network}
Feho | g Edcatonal Process MetaModel
pedagogical Level G
What ? | supt ]
Pedagogical Goal = ENUM {Declarative Learning Outcomes = ENUM {Verbal
Wiy ? ledge, Procedural Knowledg wformatior, Intellectual Skill, Motor Skil,
R ) ot )
%4 Didactical Level
How? Learning Process Model Pedagogical Process Model

Wl;y'.'. Level = ENUM {Know c o1 Amlysis,spm, ion}.
e e e

Fig. 1. Multi Levels View of Educational Processes

A. Definition Levels

1) Psycho-Pedagogical Level: At this level, the
pedagogical and the learning view of process are not defined.
The educational process is viewed as a psycho-pedagogical
change that occurs by using the educational process meta
model. The latter adopts various subjects, which are defined
by different theories of learning paradigms.

2) Didactic Level: At this level, the process is specified
by adopting the interaction between the pedagogical and the
learning view. By considering the latter, the process model is
used to achieve learning outcomes by considering the
constraints of learning domain. For the pedagogical view, the
process is viewed as pedagogical goal achieved by defining a
process model based on pedagogical content.

3) Situational Level: It is the level of the instantiation of
process models by considering the different characteristics of
the learning/teaching situation in order to reach the desired
learning level by using different learning objects. In fact, the
situation characteristics are the objective, the different tasks
and the different available resources.

4) Online Level: It is the level of the execution of
different learning and pedagogical actions that are supported
by different learning systems. This execution is achieved by
adopting different electronic media in order to use the
different learning objects.

B. Relationships

This multi-level view specifies the guidance/alignment
relationships between learning and pedagogical facet and the
instantiation/support relationships between different levels.
In fact, they are used to support products and process
relationships.

1) Products Relationships: The relationships between
the cognitive products of the different levels are introduced
(see Fig. 2). In fact, the subject is refined by the pedagogical
content which specifies the didactic domain. This content is
composed of different learning objects which are supported
by various electronic media.

«merge»

«import»

«import»

Fig. 2. Products Relationships

2) Processes Relationships: The two major processes
relationships are guidance and alignment. On the one hand,
the guid- ance relationship permits the monitoring of the
learning process by the pedagogical process in order to
satisfy the pedagogical preferences. For example, the tutor
monitors the discussion between different learners about a
case study project. On the other hand, the alignment relation-
ships allow the orienting of the pedagogical process by the
learning process in order to achieve the individual learning
requirements. For instance, the result of pretest of an activist
learner orients the tutor to start the explanation by using
different study examples before presenting the definition of
concept.

Support

Fig. 3. Processes Relationships

I1l. PROPOSED FRAMEWORK

The issue of adaptation in ITS has become an important
topic of research in recent years. With emergence of ITS, it
has become possible to provide a learning process which



matches the learner characteristics, the pedagogical
preferences and the specific learning needs. Within this
context, literature survey is conducted by using a framework
of educational process construction.
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A. Didactic Domain World

It is the world of processes by considering the notion of
process and its nature [5]. The didactic domain world
contains the knowledge of domain about which the proposed
process has to provide learning [5]. This world specifies
process nature by considering the domain dimensions. Table
| specifies a nature view by presenting three facets namely
pedagogy, learning and process.

The pedagogy facet presents three attributes: the
pedagogical orientation, the pedagogical method and the
correlation. The different orientations are teacher-directed,
learner-directed, and teacher-learner negotiated. The
pedagogical method specifies the activities of learning
process. It can be classified as direct instruction, indirect
instruction, interactive instruction, experiential learning and
independent study. The third attribute tests the correlation
between pedagogical and learning process.

The learning facet presents three attributes: the
performance, the learning mode and the learning outcome.
The different performance types are remember, use and find
[6]. These performances are accomplished by three different
learning modes namely accretion, structuring and tuning [7].

TABLE I. NATURE VIEW
Definition
Facet -
Attribute Values
Orientation ENUM {Teacher-Directed, Learner-
o Directed, Teacher-Learner Negotiated}
=y ENUM {Not Defined, Direct, Indirect,
2 Method Interactive, Independent Study,
& Experiential Learning}
Correlation ENUM {Considered, Not Considered}
Performance | ENUM {Remember, Use, Find}
=2} . . .
E Mode ENUM {Accretion, Structuring, Tuning}
g ENUM {Verbal Information, Intellectual
Outcome Skill, Motor Skill, Cognitive
Strategy, Attitude}
" Tvoe ENUM {Strategic, Tactic,
g P Implementation}
a Form ENUM {Linear, Not Linear}

B. Instructional Design World

This world deals with the representation of processes by
adopting predefined models. It focuses on the description
view by respecting the notation conditions and the
constraints of representation level. Table Il presents the
notation and the level of process description.

In the notation facet, four attributes are found : the type,
the form, the content and the models. The two notation types
are standard or proprietary. These types are used by adopting
three major forms namely informal, semi-formal and formal.
According to component display theory [6], these forms
present four major types of content. These types are fact,
concept, procedure and principle. These contents are used to
instantiate the domain model, the learner model and the
pedagogical model.

TABLE I1. DESCRIPTION VIEW
Definition
Facet -
Attribute Values
Type ENUM {Standard, Proprietary}
5 Form ENUM {Informal, Semi Formal, Formal}
z
5 Content El\_lUM {Fact, Concept, Procedure,
Principle}
Models SET(ENUM {Domain Model, Learner
Model, Pedagogical Model})
Performance | ENUM {Course, Sequence, Activity}
% Mode ENUM {Primitive, Generic, Aggregation}
ENUM {Activity, Product, Decision,
Outcome Context}

Furthermore, the level facet presents three attributes: the
granularity, the modularization and the coverage. The
different levels of granularity are course, sequence of
activities and simple activity. Three types of modularization
namely primitive, generic and aggregation define these
levels. In fact, the modularization attribute is used to capture
the laws governing the learning process construction by
using process modules [5]. This process has been defined
differently in different coverage [2]:

e The activity: the process is defined as a related set of
activities conducted for the specific purpose of
product definition.

e The product: the process is a series of activities that
cause successive product transformations to reach
the desired product.

e The decision: the process is defined as a set of
related decisions conducted for the specific purpose
of product definition.

e The context: the process is a sequence of contexts
causing successive product transformations under the
influence of a decision taken in a context.

C. Learning Environment World

This world deals with the entities and activities, which
arise as part of the engineering process itself [5]. It focuses
on the design view by describing the implementation of
process representation. Table 111 specifies a design view by
presenting five facets namely context, construction,
optimization, guidance and adaptation.

The first facet defines the type and the form of context.
The construction facet deals with four issues: the approaches,



the methods, the tools and the techniques of adaptive
learning process construction. In a manner analogous to the
adaptation spectrum [8], one can organize construction
approaches in a spectrum ranging from “low” flexibility to
“high”. The construction approach attribute is defined as
Approach: ENUM {Rigid, Contingency, On-The-Fly}.
These approaches are adopted by using the instantiation, the
assembly and the ad hoc method. These methods apply three
major techniques (curriculum sequencing, intelligent solution
analysis, problem-solving support).

TABLE III. DESIGN VIEW
Definition
Facet -
Attribute Values
5 Type ENUM {Certain, Uncertain}
€
5] Form ENUM {Evolved, Stable}
Approach ENUM {Rigid, On-The-Fly, Contingency}
=
% Method ENUM {lInstantiation, Assembly, Ad hoc}
§ ENUM {Curriculum Sequencing,
8 Technique Intelligent ~ Solution  Analysis, Problem
Solving Support}
Model ENUM  {Not Defined, MAP-Based,
- Network-Based, Tree-Based}
% Method ENUM {Exact, Heuristic, Meta heuristic}
E -
= Technique | ENUM {Rule-Based, Case-Based}
o - -
Parameters SET(ENUM {Not Defined, Achieved
Learning Intention, Achieved
Type ENUM {Strict, Flexible}
2 Method El_\lUM {Expository, Collaborative,
g Discovery}
= SET(ENUM {Not Defined, Learning Style,
© Parameters Cognitive State, Teaching Style})
Outcome ENUM {Activity, Resource, Intention}
. - SET(ENUM {Content, Structure,
Dimension -
Presentation})
ENUM {User initiated adaptability, User
desired adaptability supported by tools, User
Position selection adaptation for system suggested
features, System initiated adaptativity with
c pre-information to the user about the change,
8 System initiated adaptivity}
% ENUM {Macro adaptive, Aptitude-treatment
2 Method interaction, Micro adaptive, Constructivistic-
collaborative}
ENUM {Adaptive Interaction, Adaptive
Technique | Course Delivery, Content Discovery and
Assembly, Adaptive Collaboration Support}
SET(ENUM  {Learning Goal, Learning
Parameters | History, Prior  Knowledge, = System
Information})

In the optimization facet, four attributes are found: the
model, the method, the technique and the parameters of
optimization. The different models are map-based, network-
based and tree- based. Three types of methods namely exact,
heuristic, and meta heuristic apply these models. These
methods use rule-based and case-based techniques. The
achieved educational intentions can be used to implement
these optimization techniques.

In addition, the guidance facet defines four attributes: the
type, the method, the outcomes and the parameters of
guidance. The guidance types are strict and flexible. These
types use three major methods namely expository,
collaborative and discovery. The outcomes of these methods

are activity, resource and intention. To this end, the guidance
methods adopt three parameters learning style, cognitive
state and teaching style.

Finally, the fourth facet introduces the adaptation by
defining five attributes, which are the dimension, the
position, the method, the technique and the parameters of
adaptation. The three dimensions of adaptation are content,
structure and presentation. The position is identified by
adopting the adaptation spectrum [8]. Each position is
satisfied by using four major methods namely macro
adaptive, aptitude treatment interaction, micro adaptive, and
constructivistic-collaborative  [9]. These methods are
implemented by four major techniques, which are adaptive
interaction, adaptive course delivery, content discovery and
assembly and adaptive collaboration support [10]. These
techniques adopt four major parameters namely learning
goal, learning history, prior knowledge and system
information.

D. Learning Situation World

This world supports the scenario view by examining the
reason and the rationale of learning process engineering [5].
It describes the organizational environment of the
educational process by indicating the purpose and policy
process management. The purpose facet includes two
attributes: process and learning. In fact, the construction
approaches have been designed for different purposes and try
to describe the learning process in different attitudes:
descriptive, prescriptive and explanatory. The learning
purpose defines the level acquired by constructing the
learning process. According the Bloom’s Taxonomy [11],
the different levels are knowledge, comprehension,
application, analysis, synthesis, and evaluation.

TABLE IV. SCENARIO VIEW
Definition
Facet -
Attribute Values
9 Process ENUM {Prescriptive, Descriptive,
g Explanatory}
3 Learnin ENUM {Knowledge, Comprehension,
Y Application, Analysis, Synthesis, Eval-
Reuse Boolean
z -
'é—L; Evolving Boolean
Assessment Boolean

The second attribute identifies three policies of process
management namely evolving, reuse and assessment. This
attribute supports the validation of construction process
quality. More- over, since the learning situations change and
evolve over time, it is essential that the learning process
construction supports these evolutions [5]. As with any
process development, the reuse and the assessment are
important, which can occur at any stage of learning process
construction and at any level of abstraction and may involve
any element of design and/or implementation.

IV. EDUCATIONAL PROCESSES CONSTRUCTION IN ITS

A. Study Scope

Several intelligent tutoring systems have been reported in
the literature. Before applying our framework of educational
process construction to these systems, Table VI presents a
brief description of selected systems. In fact, this selection is
based on



e Various didactic domains;
o Different techniques of artificial intelligence;
e  Several countries from different continents and,

e Number and quality of related publications

TABLE V. SELECTED ITS

Intelligent Tutoring Systems
ID Name Didactic Domain Country
ITS1 ITS-C Linguistics Spain
ITS2 PEGASE Virtual reality France
ITS3 CIRCISM-Tutor Medicine USA
ITS4 Bits Programming Canada
ITS5 SQL-Tutor Data Base New Zealand

B. Systems Positions according to the Framework

1) ITS-C: The Intelligent Tutoring System based on
Competences (ITS-C) extends an ITS by linking the latter
and the pedagogical model based on Competency based
Education [12]. It adopts the Computerized Adaptive Tests
(CAT) as common tools for the diagnosis process [12].

a) Nature View: The system adopts the learner-directed
orientation by using the indirect and the independent methods
(see Table VI). The system is used to achieve the intellectual
skill and the cognitive strategy by applying the using and the
finding performance. In fact, this system supports a tactic
and linear process by applying the structuring and the tuning
modes.

TABLE VI. NATURE VIEW OF ITS1
Definition
Facet -
Attribute Values
; ; Learner- Directed
> Orientation { }
> Method {Indirect, Independent Study}
°
& Correlation {Not Considered}
| Performance {Use, Find}
= A A
s Structuring, Tunin
£ Mode { Y g}
- Outcome {Intellectual Skill, Cognitive Strategy}
Tactic
2 Form {Linear}

b) Description View: By adopting the learner model,
the pedagogical model and the domain model, the system
adopts a standard and formal notation of learning process
(see Table VII). This notation is used to de- scribe the
required concepts. By using the aggregation, the system uses
a description of activities sequence to cover the desired
product.

TABLE VIl.  DESCRIPTION VIEW OF ITS1

Definition
Facet -
Attribute Values
Type {Standard}
5 Form {Formal}
§ Content {Concept}
Models {Domain Model, Learner Model,
Pedagogical Model}
Performance | tSeduence}
E Mode {Aggregation}
-
Outcome {Product}

c) Design View: By respecting an uncertain and an
evolved context, the system supports the contingency
approach. This construction approach applies the assembly
methods by adopting problem solving support technique
(see Table VIII)

The system adopts a network-based model of
optimization by defining an exact method. This method is
specified by using different rules. Moreover, the system
supports a flexible guidance by using discovery methods to
provide the suitable activity. For that, these methods con-
sider cognitive state. To offer a structure-based adaptation,
the system uses the method aptitude- treatment interaction by
adopting the technique content discovery and assembly. This
technique considers the prior knowledge to satisfy the
position system initiated adaptivity with pre-information to
the user about the change.

TABLE VIIl.  DESIGN VIEW OF ITS1
Definition
Facet -
Attribute Values
Uncertain
5 Type | & }
< {Evolved}
(s} Form
< Approach {Contingency}
g Method | TAssembly}
é Technique {Problem Solving Support}
Model {Network-Based}
o
2 Method | 1EXact}
N
E . N
?} Technique {Rule-Based}
Parameters | UNot Defined}
Type {Flexible}
g Method {Discovery}
3 Parameters | 1Cognitive State}
Outcome {Activity}
Dimension | {Structure}
{System Initiated Adaptivity with pre-
c Position information to the user
'% about the change}
é} Method {Aptitude-Treatment Interaction}
Technique {Content Discovery and Assembly}
Parameters | 1Prior Knowledge})




d) Scenario View: To achieve the evaluation level, the
system supports a prescriptive process of learning. The
reuse and the assessment of process are considered (see
Table IX).

TABLE IX. SCENARIO VIEW OF ITS1
Definition
Facet -

Attribute values
@ Process {Prescriptive}
I3
5 Evaluation
& Learning { }

Reuse {True}

>
= i Fal
5 Evolving {False}

Assessment | L1Tue}

2) PEGASE: The PEdagogical Generic and Adaptive
SystEm (PEGASE) is used to instruct the learner, and to
assist the instructor. This system emits a set of knowledge
(actions carried out by the learner, knowledge about the
field, etc.) which PEGASE uses to make informed decisions
[13].

a) Nature View: The system adopts the learner-
directed and the teacher-learner negotiated pedagogical
orientations by using the experiential pedagogical methods
(see Table X). By considering the pedagogical correlation,
the system is used to reach the desired cognitive strategy.
This system supports a strategic and linear process of
learning by applying the structuring and the tuning modes.
These modes are adopted to achieve the using and the
finding performance.

TABLE XI. DESCRIPTION VIEW OF ITS2

Definition
Facet -
Attribute Values
Type {Standard}
5 Form {Formal}
g
2 Content {Procedure}
Models {Domain Model, Learner Model,
Pedagogical Model}
Performance | tSeduence}
% Mode {Aggregation}
Outcome | tContext}

c) Design View: By considering a certain and an
evolved context of construction, the system supports the on-
the- fly approach. This construction approach applies ad hoc
methods by adopting intelligent solution analysis technique
(see Table XII).

By adopting the achieved learning intention, the system
applies exact method of optimization, by defining different
rules. In addition, the system supports a flexible guidance by
using discovery and expository methods to provide the
suitable activity. For that, these methods con- sider cognitive
state. To support a presentation-based adaptation, the system
uses the method constructivistic-collaborative by applying
the technique adaptive collaboration support. This technique
considers the learning history to offer the position system
initiated adaptivity with pre- information to the user about
the change.

TABLE X. NATURE VIEW OF ITS2
Definition
Facet -
Attribute Values
Orientation {Learner-Directed, Teacher-Learner
> Negotiated}
o M N
Experiential
%’ Method {Exp }
* Correlation {Considered}
. Performance | 1Use, Find}
= A A
s Structuring, Tunin
£ Mode { Y g}
- Outcome {Cognitive Strategy}
Strategic
2 Form {Linear}

b) Description View: The system applies a standard

and formal notation of learning process by using the learner
model, the domain model and the pedagogical model (see
Table XI). This notation is used to describe the appropriate
procedure. By using the aggregation, the system uses a
description of activities sequence to consider the context.

TABLE XII.  DESIGN VIEW OF ITS2
Definition
Facet -
Attribute Values
Certain
< Type | {Certain}
< {Evolved}
o Form
s Approach {On-The-Fly}
g Method | 1Adhoc}
§ Technique {Intelligent Solution Analysis}
Model {Not Defined}
o
2 Method {Exact}
g Technique {Rule Based}
o - - -
Parameters | {Achieved Learning Intention}
Type {Flexible}
% Method {Discovery, Expository}
k=] ")
3 Parameters {Cognitive State}
Outcome {Activity}
Dimension | {Presentation}
{System Initiated Adaptivity with pre-
c Position information to the user
"% about the change}
g Method {Constructivistic-Collaborative}
Technique {Adaptive Collaboration Support}
Parameters | {Learning History}




d) Scenario View: To achieve the evaluation level, the
system supports a prescriptive process of learning. The
reuse and the assessment of process are considered (see
Table XIII).

TABLE XIIl. SCENARIO VIEW OF ITS2
Definition
Facet -

Attribute Values
° Process {Descriptive, Explanatory}
]
= Comprehension, Application
& Learning {Comp PP ¥

Reuse {False}

>
) : T
s Evolving {True}

Assessment | L1Tue}

3) CIRCSIM-Tutor: CIRCSIM-Tutor is an intelligent
tutoring system for teaching the baroreceptor reflex mecha-
nism of blood pressure control to first-year medical students
[14].

a) Nature View: The system adopts the teacher-learner
negotiated orientation by using the indirect and the inter-
active pedagogical methods (see Table XIV). The system is
used to reach the desired cognitive strategy and the suitable
intellectual skill. For that, the system supports a tactic and
linear process of learning by applying the structuring mode.
This learning mode is applied to achieve the different types
of performance.

TABLE XIV. NATURE VIEW OF ITS3
Definition
Facet -
Attribute Values
; ; Teacher-Learner Negotiated
- Orientation | 1 9 }
> Method {Indirect, Interactive}
=}
& Correlation {Not considered}
Performance {Remember, Use, Find}
(=]
= A
= Structurin
£ Mode { th
- Outcome {Intellectual Skill, Cognitive Strategy}
Tactic
2 Form {Linear}

b) Description View: The system applies a proprietary
and informal notation of learning process by using the
learner model and the domain model (see Table XV). This
notation is adopted to describe the required procedure. By
using the aggregation, the system supports an activity
description of learning process.

TABLE XV. DESCRIPTION VIEW OF ITS3

Facet Definition
Attribute Values
Type {Proprietary}
5 Form {Informal}
§ Content {Procedure}
Models {Domain Model, Learner Model}
Performance | TActivity}
E Mode {Aggregation}
-
Outcome | TActivity}

c) Design View: The system adopts the on-the-fly
approach by applying ad hoc methods. This approach sup-
ports a certain and stable context of construction by applying
problem solving support technique (see Table XVI).

The system supports an exact method by specifying
different rules of optimization. Moreover, it adopts a flexible
guidance by using collaborative methods to provide the
suitable activity. For this purpose, these methods consider
the cognitive state. In addition, the system provides a
content-based  adaptation by using the  method
constructivistic-collaborative. By using the technique
adaptive collaboration support, the method adopts the prior
knowledge to satisfy the position system initiated adaptivity

with pre-information to the user about the change.

TABLE XVI. DESIGN VIEW OF ITS3
Definition
Facet -
Attribute Values
% Type {Certain}
€
S Form {Stable}
s Approach {On-The-Fly}
g Method | {Adhoc}
§ Technique {Problem Solving Support}
Model {Not Defined}
o
% Method | {EXact}
£ .
?} Technique {Rule Based}
Parameters | UNot Defined}
Type {Flexible}
g Method {Collaborative}
_‘9 ere
3 Parameters | 1Cognitive State}
Outcome {Activity}
Dimension | tcontent}
{System Initiated Adaptivity with pre-
c Position information to the user
= about the change}
é} Method {Constructivistic-Collaborative}
Technique {Adaptive Collaboration Support}
Parameters | {Prior Knowledge}




d) Scenario View: The system supports a prescriptive
process of learning to achieve the comprehension level. For
that, the assessment and the reuse of process are considered
(see Table XVII).

TABLE XVII. SCENARIO VIEW OF ITS3
Definition
Facet -
Attribute values
2 Process {Prescriptive}
I3
S Comprehension
& Learning {Comp }
Reuse {True}
>
= i Fal
5 Evolving {False}
Assessment | LTTue}

4) BITS: The Bayesian Intelligent Tutoring System
(BITS) is a web-based intelligent tutoring system for
Computer Programming using Bayesian technology [15].

a) Nature View: By considering the learner-directed
orientation, the system adopts the direct pedagogical meth-
ods (see Table XVIII). The system is used to reach the
desired cognitive strategy, the required intellectual skill and
the appropriate verbal information. For this purpose, the
system supports a tactic and linear process of learning. This
process applies the different learning modes to achieve the

Facet Definition
Attribute Values
Performance | VACtvity}
g Mode {Aggregation, Primitive}
|
Outcome | TActivity}

c) Design View: The system supports contingency
approach to consider uncertain and stable context. This ap-
proach applies the instantiation methods of construction by
adopting curriculum sequencing tech- nique (see Table XX).

By considering the network-based model, the system
adopts exact method of optimization by defining different
rules. Moreover, the system supports a flexible guidance by
using expository methods to offer the suitable resource. To
this end, these methods consider cognitive state. To support a
structure and content-based adaptation, the system uses the
method aptitude-treatment interaction by applying the
technique adaptive course delivery. This technique adopts
the learning goal and the prior knowledge to offer the
position user selection adaptation for system suggested
features.

using and the remembering performance.

TABLE XVIII. NATURE VIEW OF ITS4

Definition
Facet -
Attribute Values
i i Learner-Directed
o Orientation | { }
% Method {Direct}
=]
& Correlation {Not considered}
Performance | {Remember, Use}
(=2
= Mode {Accretion, Structuring}
©
= Outcome {Verbal Information, Intellectual Skill,
Cognitive Strategy}
Tactic
8 Type { }
£ Form {Linear}

b) Description View: The system applies a standard

and formal notation of learning process by using the learner
model and the domain model (see Table XIX). This notation
is used to describe the required concepts. The system uses
an aggregation or primitive description of learning activity.

TABLE XIX. DESCRIPTION VIEW OF ITS4
Definition
Facet -
Attribute Values
Type {Standard}
Form {Formal}
=
g Content {Concept}
2
Models {Domain Model, Learner Model}

TABLE XX. DESIGN VIEW OF ITS4
Facet . Definition
Attribute Values
¥ Type {Uncertain}
S Form {Stable}
5 Approach {Contingency}
g Method {Instantiation}
L:CS Technique {Curriculum Sequencing}
Model {Network-Based}
'% Method {Exact}
:E‘ Technique {Rule Based}
Parameters {Not Defined}
Type {Flexible}
g Method {Expository}
§ Parameters {Cognitive State}
Outcome {Resource}
Dimension {Content, Structure}
_§ Position j;sge;sf:;eg;?;\rgiaptation for system
g
;% Method {Aptitude-Treatment Interaction}
< Technique {Adaptive Course Delivery}
Parameters {Learning Goal, Prior Knowledge})

d) Scenario View: The system supports a descriptive
process of learning to achieve the knowledge and the
compre- hension level. For this purpose, the reuse and the
evolving of process are adopted by the system (see Table
XXI).



TABLE XXI. SCENARIO VIEW OF ITS4
Definition
Facet -

Attribute Values
° Process {Descriptive}
]
= Knowledge, comprehension
& Learning { g P ¥

Reuse {True}

>
) : T
s Evolving {True}

Assessment | tFalse}

5) SQL-Tutor: The SQL-Tutor is a problem-solving
environment intended to complement classroom instruc-
tion, and we assume that students are already familiar with
database theory and the fundamen- tals of SQL [16]. This
ITS adopts the constraint-based modeling as learner
modeling approach.

a) Nature View: The system adopts the learner-
directed orientation to support the independent study and the
in- direct pedagogical methods (see Table XXII). The
system is used to reach the desired cognitive strategy by
supporting a tactic and linear process of learning. The latter
applies the structuring and the tuning modes to achieve the
using and the finding performance.

TABLE XXIl. NATURE VIEW OF ITS5

Definition
Facet -
Attribute values

i i Learner-Directed
> Orientation | { }
S Method {Indirect, Independent Study}
=]
& Correlation {Not considered}
o Performance | {Yse Find}
= _ _
< Structuring, Tunin
£ Mode { g gk
- Outcome {Cognitive Strategy}

Tactic

8 Type { }
g Form {Linear}

b) Description View: The system adopts a proprietary
and informal notation of learning process by using the
learner model, the pedagogical model and the domain model
(see Table XXIII). This notation is adopted to describe the
appropriate procedure.

TABLE XXIII. DESCRIPTION VIEW OF ITS5

c) . Design View: The system adopts on-the-fly
approach to consider certain and stable context of
construction. In fact, it supports ad hoc methods by applying
intelligent solution analysis technique (see Table XXIV).

The system adopts an exact method by specifying
different rules. In addition, the system adopts a flexible
guidance by using discovery methods to provide the
appropriate resource. To this end, these methods adopt a
cognitive state. Furthermore, the system offers a content-
based adaptation by using the method aptitude-treatment
interaction. This method adopts the technique adaptive
interaction by considering the learning history. In fact, this
method is used to support the position of system initiated
adaptivity with pre-information to the user about the change.

TABLE XXIV. DESIGN VIEW OF ITS5

Definition
Facet :
Attribute values
Type {Proprietary}
5 Form {Informal}
B
2 Content {Procedure}
{Domain Model, Learner Model,
Model Pedagogical Model}
Performance | CAcCtivity}
% Mode {Primitive}
Outcome {Product}

Definition
Facet -
Attribute Values
5 Type {Certain}
5 |
3 Form {Stable}
s Approach {On-The-Fly}
2 Method {Ad hoc}
§ Technique {Intelligent Solution Analysis}
Model {Network-Based}

jo
2 Method | tEXact}
£ | Technique | {RuleBased}
o -

Parameters | {Not Defined}

Type {Flexible}

% Method {Discovery}
k=} )
3 Parameters {Cognitive State}

Outcome {Resource}

Dimension | tcontent}

{System Initiated Adaptativity with pre-

c Position information to the
2 user about the change}
g% Method {Aptitude-Treatment Interaction}

Technique {Adaptive Interaction}

Parameters | 1Learning History})

d) Scenario View: The system adopts an explanatory
process of learning to achieve the comprehension and the
ap- plication level. For this purpose, the assessment and the
evolving of process are supported by the system (see Table
XXV).

TABLE XXV. SCENARIO VIEW OF ITS5

Definition
Facet -
Attribute Values
2 Process {Explanatory}
o
s Comprehension, Application
& Learning {Comp pp }




Definition
Facet -
Attribute Values
Reuse {False}
2 . True
5 Evolving {True}
Assessment | LTTue}

C. Results and Discussion

The framework analysis identifies the following main
drawbacks of existing adaptive construction approaches. It
should be noted that construction approaches are not
sufficiently automated for deriving automatically the
objectives achievement from the strategic process.

For nature view, the different systems do not adopt all
pedagogical methods to achieve the different types of
process outcomes. In fact, the outcomes attitude and motor
skill are not considered. In addition, the different systems
support tactic and linear process of learning.

For description view, most of the systems try to support
the learner model, the domain model and the pedagogical
model by applying proprietary notation, which can present
some problem of standardization. This notation is not used to
specify a process description by respecting the activity level.
In fact, the context coverage is not supported by the learning
process description.

For design view, the uncertain and the evolved context of
construction are not supported by the systems. The different
on-the-fly approaches do not support a combined
construction techniques of learning process to implement the
instantiation methods. Most of these approaches are not
implemented by applying a MAP based model of
optimization. For that, the educational intentions are not
defined as optimization parameters. The construction
approaches themselves are not sufficiently guided by
considering the different methods and parameters. In fact, the
flexible guidance is most used by the expository methods.
However, this flexible guidance doesn’t adopt the intention
as outcome by considering the learning style and the teaching
style.

Finally, the different systems do not apply micro methods
by respecting system information to support process
adaptation.

Therefore, the comparative study identifies the following
limits:

e The adaptive ability of most of these ITS is limited
to the content. In fact, the process-oriented
adaptation is not supported by the different systems.

e The consideration of the educational process as a
strategic and not linear one is limited.

e The flexible guidance of educational processes
doesn’t adopt the intention as outcome by
considering the learning style and the teaching style.

e The different systems did not respect the evolving
process policy.

V. CONCLUSION AND FUTURE WORKS

This paper presents a new multi-levels view of
educational process definition. This view is introduced to

present a comparison framework, which has allowed
identification of the characteristics and drawbacks of some
existing construction approaches supported by ITS. This
framework considers adaptive learning process engineering
from four different but complementary points of view
(Nature, Description, Design and Scenario). Each view
allows us to capture a different aspect of learning process
engineering.

In fact, the framework is applied to respond to the
following purposes: to have an overview of the existing
construction approaches, to identify their drawbacks, and to
analyze the possibility of proposing a better approach.

The analysis of existing approaches definition identifies
the lack of an adaptive and guided construction of
educational processes that adopt the new technologies of
artificial intelligence. It should be noted that the majority of
ITS do not respect the correlation between pedagogical and
learning process. Moreover, the learner’s motivation is not
considered.

REFERENCES

[1] I. Bayoudh Saddi, W. Bayounes, and H. Ben Ghezala, “
Educational processes’guidance based on evolving context
prediction in intelligent tutoring systems”,Universal Access in the
Information Society, vol. 8, n0.68, pp 1-24. 2019.

[2] W. Bayounes, |. B. Saadi, Kinshuk, and H. B. Ghézala, “An
Intentional Model for Ped- agogical Process Guidance Supported
by an Adaptive Learning System”, in Proc. 23rd IBIMA
Conference, Valencia, Spain, 2014, pp. 1211-1227.

[3] W. Bayounes, |. B. Saddi, Kinshuk, and H. B. Ghézala, “An
Intentional Model for Learning Process Guidance in Adaptive
Learning System”, in Proc. 22nd IBIMA Conference, Rome,
Italy, 2013, pp. 1476-1490.

[4] C.Rolland, “A Comprehensive View of Process Engineering”, in
Proc. 10th CAISE Conference, Pisa, Italy, C. T. Spring Verlag
Percini, Ed., 1998, pp. 1-24.

[5] W. Bayounes, |. B. Saadi, and H. B. Ghézala, “Towards a
Framework Definition for Learning Process Engineering
Supported by an Adaptive Learning System”, in Proc. ICTEE
Conference, Amritapuri, India, 2012, pp. 366-373.

[6] M. D. Merrill, “Component display theory”, lInstructional
Design Theories And Models: An Overview Of Their Current
Status, vol. 1, pp. 282-333, 1983.

[71 D. E. Rumelhart and D. A. 2, “Accretion, Tuning, and
Restructuring: Three Modes of Learning”, in Semantic Factors in
Cognition, W. Cotton and R. Klatzky, Eds., Hillsdale, NJ:
Erlbaum, 1978, pp. 37-53.

[8] A. Patel and K Kinshuk, “Intelligent Tutoring Tools in a
Computerintegrated Learning Environment for Introductory
Numeric Disciplines”, Innovations in Education & Training
International, vol. 34, no. 3, pp. 200-207, 1997.

[91 V. M. Garcia-barrios, F. Mddritscher, and G. Christian, “The
Past, the Present and the Future of adaptive E-Learning: An
Approach within the Scope of the Research Project AdeLE”, in
Proc. ICL Conference, Villach, Austria, 2004, pp. 1-9.

[10] A. Paramythis and S Loidl-Reisinger, “Adaptive learning
environments and e-learning standards”, Electronic Journal of
Elearning, vol. 2, no. 1, pp. 181-194, 2004.

[11] M. Forehand, “Bloom’s Taxonomy”, Emerging Perspectives on
Learning, Teaching, and Tech- nology, p. 12, 2012.

[12] M. Badaracco and L. Martinez, “A fuzzy linguistic algorithm for
adaptive test in Intelligent Tutoring System based on
competences”, Expert Systems with Applications, vol. 40, no. 8,
pp. 3073-3086, 2013.

[13] C Buche, C Bossard, R Querrec, and P Chevaillier, “{PEGASE}:
A Generic and Adaptable Intelligent System for Virtual Reality
Learning Environments”, IJVR, vol. 9, no. 2, pp. 73— 85, 2010.



[14] M. Glass, “Processing language input in the CIRCSIM-Tutor
intelligent tutoring system”, Avrtificial Intelligence in Education,
pp. 210-221, 2001.

[15] C. Butz, S. Hua, and R. B. Maguire, “Bits: a Bayesian Intelligent
Tutoring System for Computer Programming”, Wcece *04, pp.
179-186, 2004.

[16] A. Mitrovic, B. Martin, and M. Mayo, “Multiyear Evaluation of
SQL-Tutor : Results and Experiences”, pp. 1-54, 2000.



A medical decision support system for cardiovacsular disease based on
ontology learning

Samia Sbissi
SMART Laboratory,
Tunis University, Tunisia
School of Engineering,
ESPRIT University, Z.1. Chotrana II. B.P,
160-2083, Tunis, Tunisia
Email: samia.sbissi@esprit.tn

Abstract—This paper presents our decision support
system "CardioSAD?” that aims to assist cardiologists
to make relevant decisions for patients who are at
risk cardiovascular disease. The idea consists to anal-
yse clinical practice guidelines (documents containing
recommendations and medical knowledge) to enrich
and exploit an existing ontology. The enrichment
process is driven by the ontology learning task. We
start by pre-processing the text and extracting the
relevant concepts. Then we enrich the ontology with
OWL DL axioms and SWRL rules. These rules will be
inferred for suggesting appropriate recommendations
to the doctors.

1. Introduction

Following medical developments and the evolution of
disease treatments, which are experiencing exponential
growth, is a nontrivial task. This makes it difficult
for a medical expert to assimilate new documents
and make the appropriate decisions. These documents
are called clinical practice guidelines and contain a
set of recommendations and knowledge that make
to appropriate decisions and improve the quality of
cares. Cardiovascular diseases are the first cause of
loss of Disability Adjusted Life Years (DALYs) in
developed countries (accounting for more than 23% of
the total number), higher than neoplasia (17,9%) and
neuropsychiatric conditions (16,5%) [1]. For instance,
symptoms of cardiovascular disease as dissection
aortic are mnot easily observable by an individual.
DPSS, supported by medical sensors, machine learning
algorithms, and computing facilities, is used for the
proper assessment of the disease [2]. To Recover
relevant information and transform text in knowledge
interpreting by the machine, the techniques of natrural
language processing, specially semantic parsing, are
highly needed. These techniques consist of producing a
formal representation and a meaning of a text written

Mariem Mahfoudh
MIRACL Laboratory,
University of Sfax, Tunisia
ISIGK Laboratory,
University of Kairouan, Tunisia
Email: mariem.mahfoudh@gmail.com

Said Gattoufi
SMART Laboratory,
Tunis University, Tunisia
Email: algattoufi@yahoo.com

in natural language [3] which can be used for example
in reasoning and inference or also to determine whether
two texts are in relation to involvement [4].

The automatic retrieval of knowledge from text has
been at the heart of several areas of research as the
volume of data available has increased dramatically
from year to year in the form of corpus texts [5], [6].
Ontology plays a key role in representing hidden
knowledge in this text and makes it computerized
and comprehensible. Ontologies can be created by
extracting relevant information from text using a
process called ontology enrichment. The corresponding
terms and synonyms are automatically transformed
into concepts. Then the taxonomic and non-taxonomic
relationships between these concepts are generated.
Finally, axiom patterns are instantiated and general
axioms are extracted from unstructured text. This
whole process is known as ontology learning.

In order to develop the decision support system, we
need to model the knowledge of this disease through
ontology. One of the ontologies found close to our
domain is ontology CVDO E It is an OWL ontology,
designed to describe entities related to cardiovascular
disease. This ontology will be enriched and based on
the knowledge that is generally described in specialized
documents called clinical practice guidelines [7]. They
consist of a set of rules and recommendations. Example:
In patients with abdominal aortic diameter

of 25-29 mm, new ultrasound imaging should be
considered 4 years later).

Our goal is to transform these recommendations into
logical forms in the form of semantic web rule language
(SWRL).

SWRL [§] is a semantic web language directly integrated
with OWL ontologies (ontology web language). The
transformation of recommendations into SWRL rules
will be driven by the process of ontology learning. We
integrate the results to enrich the CVDO ontology and

1. http://purl.bioontology.org/ontology /CVDO



use it in inference tasks in order to develop a decision
support system for the cardiologists.

The remainder of the article is organized as follows.
Section 2 provides a detailed study of relevant works.
Section 3 describes our proposed approach. Section
4 presents the implementation and results. Finally,
Section 5 concludes the paper.

2. Related works

Decision support systems exist in many application

areas where human experts need help in retrieving and
analyzing information such as: financial management,
ship routing, medical diagnosis, climate change, etc.
[9]. In our work, we are interested in decision support
system dedicated to the medical field. Adoptiing deci-
sion support systems in the diagnosis and management
of chronic diseases, such as diabetes |10], the cancer
[11], the cardiac disease |12], and high blood pressure
[13] has played an important role in key health care
organizations. These medical systems contribute to the
improvement of the quality of care [13]. Diagnostic sup-
port systems can be classified into systems using struc-
tured knowledge, systems using unstructured knowledge
and systems using medical decision formulas (rules or
algorithms). Among the first diagnostic systems based
on structured knowledge is MYCIN [14]. It is one of
the first computerized expert systems to facilitate the
diagnosis and treatment of certain blood infections [15].
It was based on a knowledge base in the form of decision-
making rules and an inference engine [16]. In 2012, the
authors of [17] used semantic web techniques to model
good clinical practice guidelines (GBPC). These guide-
lines have been coded as a set of rules (through domain
ontology) used by SADM to generate specific recom-
mendations and assess risks in breast cancer patients. In
2015, authors [18] proposed a SADM based on the use of
ontology and SWRL rules. In making a decision, the sys-
tem considers patient information, signs and symptoms,
laboratory tests, and diabetes risk factors. However the
incompleteness of the system poses a problem since the
authors have modelled only an ontology and rules, but
there is no interface used by the users.
Ontology-based referral systems could be used for car-
diovascular disease prognosis and prevention. This could
help physicians predict a patient’s worsening health sta-
tus by reviewing the patient’s medical history. A system
was subsequently developed in 2016 by [19]. It is a hybrid
system based on ontology and the techniques of "Ma-
chine Learning” (ML). It performs a complex job classi-
fication and helps physicians automatically distinguish
patients with chest pain from others. Two criteria are
used in the classification which are disease risk factors
(such as age, sex..), and laboratory test results using
ML techniques for classification (SVM, Logic Regression
LR, Decision Tree DT, Backward Selection BS, Forward
Selection FS,..).

The table [1] is a summary table of the approaches pre-
sented above.

In recent years, there has been a surge in research
on knowledge acquisition from text and other sources,
which is to a great extent due to a renewed interest in
knowledge-based techniques in the context of the Seman-
tic Web endeavor. There is a large body of research on
automating the ontology learning using natural language
processing (NLP). Moreover, ontological knowledge is
often stated explicitly or implicitly within the text, and
these reference documents serve as important resources
for ontology learning. It can be processed in three ways:
manual, semi-automatic and automatic. There are sev-
eral systems proposed to deal with ontology learning:
Text-to-Onto [22], due to its significance to a wide range
of researchers as well as practitioners for purposes rang-
ing from e-Learning [23] and e-Government. OntoGain
[24], is included due to its recency to the community,
which will act as a yardstick to examine the progress
of ontology learning systems over the past ten years.
Authors in [25] have built an ontological learning system
by collecting evidence from heterogeneous sources in a
statistical approach. In the medical field, there are a lot
of non-taxonomic relationships, such as symptoms and
ethologies of diseases, indications of medicines, aliases of
diseases or medicines, etc. Among them, ontology learn-
ing from this type of text play a big role using statistical
and linguistic methods. |26] propose a skip gram model
implemented in the word2vec system. The main idea
is that words with similar contexts should have similar
meanings. For example, if we see the two sentences “the
patient complained of aortic dissection symptoms” and
“the patient reported aortic dissection symptoms”, we
might infer that "complained” means the same thing as
"reported”. As a result, these two words should be close
in the representation space. [27] learn embedding from
unstructured medical corpora crawled from PubMed,
Merck Manuals, Medscape and Wikipedia.

3. Proposed approach

In order to assist the doctors in the decision-making
process and offer recommendations for a given patient,
we have proposed a system that we have named ”Car-
dioSAD” illustrated in figure

In order to build our system "CardioSAD”, we have
passed by the following steps:

o Construction of the recommendation corpus

« Evolve existing ontology "CVDQO” by recommen-
dation text

o Build our system "CardioSAD” then request and
infer ontology to have the best recommendations.



TABLE 1: Medical decision support system using ontologies

COIF{/?]?]’;‘yf)terXbi di Provide personalized recommendations for System used for small data.
and al ‘ patients with cardiovascular disease Requires multiple user interventions.
' Causes contradictory results.
The system Uses an ontology, SWRL rules, information Incomplete system.

developed by
Alharbi and al.

18]

about the patient, signs and symptoms,
laboratory tests and diabetes risk factors.

No interface.
Ontology is not complete which alters
the diagnostic quality

The system
developed by

An hybrid system for decision support based
on semantic web techniques and machine

The decision for diagnosis depends on
specific risk factors that need to com-

Farooq and al. learning bine several ML techniques.
|19
The system A SADM which assist the physician in « Patient profiles are organized hierar-

developed by
Alexendre in

2015

polypathologies.

cardiovascular disease such as chronic

chically.
o Considers only two disease risk factors
for making the decision.

INPUT:
patient
symptoms
&
Informations

CardioSAD

OUTPUT:
Inferred

&

SWRL rules

(2) Appropriate recommendation

Figure 1: The "CardioSAD” overview

3.1. Construction of recommendation cor-
pus

Our recommendations corpus is developed by the
European Society of Cardiology (ESC) are published on
its websiteﬂ The recommendations are designed to help

2. http://www.escardio.org/guidelinessurveys/ esc-
guidelines/about/Pages/rules-writing.aspx

health professionals to make decisions about patients.
The table [ contains an extract from the recommenda-
tions.

3.2. Ontology learning

In this section, we describe the ontology learning
process and the construction of SWRL rules that will




"In patients with acute contained rupture of TAA,
urgent repair is recommended.”

"In cases of aneurysm of the abdominal aorta,
duplex ultrasound for screening of peripheral artery
disease and peripheral aneurysms should be
considered.”

TABLE 2: Some rules extract from clinical practice
guideline.

be integrated in the CVDO ontology. This ontology will
be used in the process of text annotation and ontology
learning.

To pre-process the text that represents the recommen-
dations, we have used the following steps:

e tokenization and normalization.

o part-of-speech (POS) tagging.

o lemmatization / stemming / morphological anal-
ysis.

e chunking / dependency.

We describe briefly some technical of text prepro-
cessing quoted above.

Tokenization: used to detect sentence as well as
word boundaries as mentioned in the following example:

In all patients with AD, medical therapy including
pain relief and blood pressure control is recommended.
3
[Tn’, ’all’, ’patients’, "with’, ’AD’, ’”, "medical’,
‘therapy’, 'including’, ’'pain’, ’relief’, ’and’, 'blood’,
‘pressure’, ’control’, ’is’, ‘recommended’]

Part-of-speech (POS) tagging is the task of
assigning to each token its corresponding part-of-speech,
i.e. its syntactic word category such as noun, adjective,
verb, etc.

In patients with suspected rupture of the TAA,
emergency CT angiography for diagnosis confirmation
is recommended.

¢

[In / IN, patients / NNS, with / IN, suspected /
VBN, rupture / NN, of / IN, the / DT, TAA / NNP,
./, emergency / NN, CT / NN, angiography / NN, for
/ IN, diagnosis / NN, confirmation / NN, is / VBZ,
recommended / VBN, ./.].

Term/Concept extraction: Several approaches
use linguistic method to extract terms and concepts
28], , . The text is tagged with parts of speech
to extract syntactic structures in a sentence such as
noun phrases and verb phrases.

Algorithm 1: Concepts and Properties Identi-
fication
Result: concept and properties extracted
domainWordsList, POS Tagge;
Begin
Read the domainWordsList as array:
Foreach word in domainWordsList do:
Get the word Tag using POS Tagger :
if wordTag is noun or its subsequent then
Add word to conceptLis;
elseif wordTag is verb or its subsequent
then

Add word to propertiesLis
else

end
Ignore the current word

3.3. Ontology evolution

The figure |2 describes the different steps of the on-
tology CVDO evolution. The evolution of the CVDO

Unstructured text
(Recommendations )

O

New Class ‘ ‘
New sub-class
New Object Property Ontology
New Data Property {(_\,F[}l]]

()

SWRL:
New builtiN
MNew Atom
New SWRL Expression

Figure 2: Ontology evolution.

ontology takes place not only by adding elements (con-
cepts, object properties and data properties) resulting
from the ontology learning process, but also in adding
swrl rules extracted from the clinical practice guidelines.
Ontological evolution is achieved through changes.

e« OWL changes: AddClass, AddSubClass,
AddDataProperty, AddObjectProperty,
AddDataPropertyAssertion,  AddObjectProp-

ertyAssertion, AddIndividual, etc.
¢« SWRL changes: AddAtom, AddClassAtom,
SWRLBuiltIn, SWRLExpression, etc.



F domainOf ——; InstanceOf domalnof =%
 E— | subcssor  "neeOf
L 4

xsd :datatype

Figure 3: The relationships between the entities of on-
tology.

3.4. Ontology enrichment and population

Ontology enrichment involves adding or modifying
existing ontology performing one or more learning
tasks. It is the process of extending an ontology with
new concepts, properties and/or terminological axioms.
Ontology population is the process of adding new
instances in an ontology. This involves adding individual
instances of concepts, but also assertions properties
related to instances.

Individuals are the instances of the domain. The
assertions express the typing of individuals (the
individual 7surgey” is an instance of the concept
"diagnosis”) and properties (the triplet <”ALI”,
"Recommendeddiagnosis”, "Surgey”> is an instance of
the property "Recommendeddiagnosis”).

We are not only interested in simple concepts and
taxonomic relationships, but also to SWRL rules
automatically extracted from directives medical.

The enrichment process attempts to facilitate
text understanding and automatic process textual
resources, by the transformation of words to
concepts and to relations [31]. It starts by extracting
concepts/relationships from the text using a processing
language, such as partial speech markup (POS) and
segmentation of phrase. The concepts and relationships
extracted are then organized in ontology using syntactic
and semantic analysis techniques.

The text contains a set of recommendations. The
following example presents a recommendation and its
treatment.

Identification of concepts and individuals. As it
is mentioned in the figure [4] that presents the ontology
learning process, some nouns are mentioned as classes
and others as individuals. Let see the difference.

In patients with suspected rupture of the TAA,
emergency CT angiography for diagnosis confirmation
is recommended.

4

Patient — identified as class

Emergency_CT _angiography — identified as an
individual

We applied the algorithm [I] to identify the concept and
properties. For the first elements, the noun is considered
as a concept.

Each noun will be added the vector of concepts. But
after, we will regroup this vector into two elements
(concept or individual).

So the question here why patient is identified as a con-
cept(class) and emergency_-CT_angiograhy as an indi-
vidual?

To answer this question, we followed the following steps:

o In [31], we used the technique of matching from
text to an ontology, to extract relevant terms
from text.

e We have used Levenshtein measure to search
similarity between text and the ontology:

— if we identify a correspondence, in this
case, we will do nothing.

— else if there is no correspondence, we will
use WordNet ontology to search, semantic
similarity. If it exists, we will add this con-
cept as similar concept, we use AddSimi-
larClass.

— else we add this noun as a new class (con-
cept).

In order to ameliorate our results, we integrated
other linguistic and syntactic methods. We also
use a statistical method, Word2vec.

The identification of individuals used in the
context of this noun. Example aortic dissection
is an individual of existing class disease.

Also, TEVAR or emergency-CT-angiograhy are
identified as individuals of the existing class of
treatment, because they are in the same context
using word2vec.

Word2vec [26] computes continuous vector rep-
resentations for large text data sets. It provides
high performance for measuring syntactic and
semantic similarities.

4. Implementation

Our work takes place within the framework of a
cooperation between the hospital "La Rabta” of Tunis
and the SMART laboratory (Straegies for Modelling
and Artificial inTelligence) and this in order to assist
cardiologists in decision-making for patients with aortic
dissection. To this end, we have developed a tool with
an implementation based on the Java language. The
Stanford Core NLP API is used for the preprocessing of
the text, to determine the POS marking and the chunked
tree in the process of learning and ontology enrichment.
To read and evolve ontology, we used the Jena E| which

3. https://jena.apache.org/
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Figure 4: Ontolgy learning.

is a Java API for building semantic Web applications.
This framework provides extended Java libraries to help
developers develop code that manages RDF, RDFS,
OWL and SWRL in accordance with recommendations
published by the W3C. Also, we used gensim which is a
Python library to test integration words with word2vec.

4.1. Search for correspondences

We proceed through the semantic annotation process
in which we search for links between the CVDO ontology
and a pre-processed practice guide text clinical. Name
concepts are used to produce an extended list of terms
equivalent or related persons. Each entry text term can
be associated with one or more ontology entities.

To find the similarities, we used [31]:

1) exact matching: identifies identical entities
(String) in the text and in the ontology of the
domain,

2)  morphological correspondence: identifies enti-
ties with morphological correspondence,

3) syntactic matching: using the Levenshtein mea-
surement [32],

4) semantic correspondence: identifies synonym re-
lationships with Wordnet ontology.

Table [3| presents the results of the similarity process.

Initially and without recourse to the measures of
similarities, we have 4.38% correspondence between text
and ontology. It is through the search for the existence
of textual terms in the ontology. As a result, we used
similarity measures.We have extracted only 30% of the
similarities were extracted. The only relationship be-
tween the text and ontology is "similar to”. This type

TABLE 3: Search for correspondences

number  of | links(%)
links
Without similarity | 28 4.38%
With similarity 190 30%

of relationship is sufficient for an enrichment task. We
move on to step 2, that of learning automatic ontology.

4.2. Ontology learning

Linguistics and syntactic analysis is employed head-
modifier principal to identify and extract complex terms
in which the head of the complex term takes the role
of hypernym. X is a hyponym of Y if Y is a type of
X. Example a dissection is a hyponym of dissecting
aortic. Also other words angiography. We used linguis-
tic features (POS, etc.) and word embedding features
(word2vec). The word2vec implementation is extremely
simple and provides a high-percentage of relevant con-
cept candidates. On the minus side, candidates sug-
gested by word2vec are (as expected) sometimes even
too strongly related to the seed terms, for example, syn-
tactic variations such as plural forms or near-synonyms.
Word2vec with bigram produce a better result. We take
a random sample of words from the vocabulary of bi-
grams, just 150 we tested in. Another way to thin this
down might be to only pick nouns or only pick the most
common words.

In table[d] we have done several iterations of the algo-
rithm. During the first iteration, the algorithm requires
the first user intervention to remove all words away from



the domain from the result file. After the third iteration,
the algorithm automatically provides a match.

TABLE 4: Word2vec process

Word2vec | Word2vec

(unigram) | (bigram)
Tterationl | 71.8% 76.2%
IterationN | 76.6% 81.8%

One of the advantages of our approach, is the imple-
mentation of word2vec which is extremely simple and
offers a high percentage of relevant concepts. Among
the drawbacks that we met, is that the candidates sug-
gested by word2vec are (as expected) sometimes even
too strongly linked to the initial terms, for example syn-
tactic variations such as plural forms or quasi-synonyms.
Word2vec with bigram produces a better result.

4.3. SWRL rules and decision making

CVDO ontology is enhanced with SWRL rules to
take and deduct good medical decisions (see figure .
As mentioned, the defined SWRL are essentially of two

types.

o The first type allows to deduce the diagnosis nec-
essary for a patient "RecommendedDiagnostic”.

e The second makes it possible to deduce the ap-
propriate treatment that must be offered to the
doctor "RecommendedTreatment”.

We present here some converted recommendation to
SWRL rules and we explain them here.

« RI.

In patients with suspected rupture of the TAA,
emergency CT angiography for diagnosis
confirmation is recommended.

4

cvdo:Patient(?p) A
cvdo:hasReptureLocated(?p, "TAA") —
cvdo:RecommendedDiagnosis(7p,
cvdo:emergency_CT_angiography)

= If the patient had an aneurysm of the thoracic
aorta then the doctor recommends an emergency
CT angiography in order to confirm the diagno-
sis.

« R2.

In AD case, surgery may be considered.

4

cvdo:hasDesease(?p, cvdo:AD) A
cvdo:Patient(7p) —
cvdo:RecommendedTreatment (7p,
cvdo:surgey)

= After confirming the diagnosis, if the patient
had aortic dissection, an operation will be recom-
mended.

« R3.

In AD case, surgery may be considered.

¢

cvdo:hasSymptoms (?p, cvdo:Douleur) A
cvdo:hasSymptomsValue(?s,
"douleur_thoracique_aigue") A
cvdo:Patient(7p) A cvdo:hasSymptoms(?p,
cvdo:Hypertension) A
cvdo:hasSymptomsValue(?s, 14) —
cvdo:RecommendedDiagnosis(7p,
cvdo:Angioscanner)

= Patients who have acute chest pain and have
hypertension, the angiography will be recom-
mended by the doctor for confirmation of the
diagnosis.

« RA4.

In patients who have maximal aortic diameter
40 mm with Marfan syndrome, surgery is
indicated .

¢

cvdo:Patient(?p) A cvdo:hasDisease(7p,
cvdo:Marfan_syndrome) A
cvdo:hasAbdominalDiametre (?p , 40) —
cvdo:RecommendedTreatment (7p,
cvdo:surgey)

= If the patient had Marfan syndrome, and
had the abdominal diameter at about 40 cm, an
operation is recommended urgently to save his

life.
¢ RS5.
In complicated Type B AD, TEVAR is
recommended.
(8

cvdo:hasDesease(?p, cvdo:AD) A
cvdo:hasDType(?p, cvdo:B) A
cvdo:Patient(?7p) ->
cvdo:RecommendedTreatment (7p,
cvdo:TEVAR)

= If the doctor proves the presence of aortic
dissection type B in the patient, TEVAR (tho-
racic endovascular aortic repair) in this case is
recommended. TEVAR is an endovascular repair
technique consisting of placement of the stent.

60% of recommendations are converted to SWRL rules.
The lack of 40% comes back to the fact that we could not
convert rules which seems difficult. We take an example
of a recommendation that we failed to convert it:



Surveillance is indicated and safe in patients with AAA
with a maximum diameter of <55 mm and slow (<10
mm /year) growth.

This can be explained by the fact of using stop words.
Slow and growth are identified as stop words that will
be ignored.

4.4. CardioSAD system

As part of assisting cardiologists in the decision-
making process, we have developed a system that
named "CardioSAD” . The goal is to manage as simply
possible access to all system features without the
doctor’s cardiologist will not get lost. We took care
in our work to present cardiologists with ergonomic
interfaces and simple to use. In what follows, we present
some interfaces of our system.

Home page to the cardiologist
Once authentication is successful, the cardiologist will
be led to a welcome interface illustrated in the figure
Through this interface, the cardiologist can add a
patient record. If it does not exist, he can search for
a file or update a medical record.

(B ticme page Cardgictogint -

‘Search patent folder

Updabe potient folder

| | Add patient foider

Figure 5: Home page to the cardiologist

Interface to add a patient folder

Adding a new patient can be achieved with the inter-
face presented in the figure [6] The cardiologist captures
the patient’s data such as: (Patient’s name, ID file, age,
symptoms,...). By clicking on the "Add” button, a new
patient will be added to both the database and ontology.

Interface to ask recommendation

Our system assists the cardiologist to make decision
for the diagnosis and treatment of a patient at risk of
dissection aortic. Decisions will be presented by recom-
mendations that are inferred and reasoned from SWRL
rules. These rules are built from recommendations de-
scribed by experts in the field. The recommendation
interface is shown in Figure[7] So after adding a patient

I

ot Acute shest oo 7] 40 type & 20 typen T

e b 8 Basecnon s type A

Figure 6: Interface to add a folder of patient
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Figure 7: Interface to ask recommendation

or looking for a patient, the cardiologist can click on the
“recommendation” button to have the recommendations
proposed by the system for a given patient.

Example 1 : Amine is a patient who suffers from
acute chest pain "douleur thoracique aiguAn”. The rea-
soner will recommend the next SWRL rule

cvdo : hasSymptoms(?p, cvdo : Douleur)“vdo :

hasSymptomsV alue(?s,” douleurT horacique Aigue”)vdo :

Patient(?p)->cvdo :
RecommendedDiagnosis(?p, cvdo : Angioscanner)

This rule has as a conclusion CT angiography, it is the
recommendation for a diagnosis proposed actually by
our system illustrated in the figure

Example 2: Mohamed had an aortic dissection type
A 7"AD type A”. During the recommendation request
process, the following rule will be proposed:

cvdo : hasDesease(?p, cvdo : AD) vdo :
hasDType(?p, cvdo : B)“vdo : Patient(?p)-
>cvdo : RecommendedTreatment(?p, cvdo : TEV AR))

In this case, TEVAR (thoracic endovascular aortic
repair) is recommended. Knowing that TEVAR consists
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Figure 8: Decision 1 : Angioscanner
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Figure 9: Decision 2 : TEVAR

in placing the stent. The result returned by our system
is shown in the figure [9
Example 3: Zeineb is a patient had aortic dissection

type A. The next rule will be triggered which results in
surgery.

cvdo : hasDesease(?p, cudo : AD) vdo :
hasDType(?p, cvdo : A)¢vdo : Patient(?p)— > cvdo :
RecommendedT reatment(?p, cvdo : surgey)

The goal of emergency surgical treatment is to prevent
the fatal complications of intrapericardial aortic rupture.
Which is recommended by our system. The result re-
turned by our system is shown in the figure

- - - - _
Zeineb RecommendedTreatment({s):
SUrgey
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Zeineb RecommendedDiagnosis(s):

none
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Figure 10: Decision 3 : Surgey

5. Conclusion

In this article, we have proposed a decision support
system offering to the cardiologist appropriate recom-
mendations for the diagnosis and treatment of a given
patient. Our approach is based on an automatic ontology
learning from unstructured text ( a Clinical Practice
Guideline (CPG)) to enrich an existing ontology. CPG

provides a set of recommendations and knowledge to
help physicians decide on appropriate health care for
patients at risk of cardiovascular disease. The process
of ontology learning stars with the analysis of the text
using StanfordaAZs core NLP. Then, it switches to the
extraction of relevant terminology, synonymous with the
identification of terms, concepts, construction, concept
hierarchy organization, relationships, learning, organi-
sation of hierarchy of relationships and extraction of
axioms. To extract the term/concept, we used the Lev-
enshtein measure, the ontology Wordnet, and the statis-
tical method word2vec. For other relationships, we used
the segmentation tree and the Hearst model to search
for related lines. Once these elements were extracted, we
updated the ontology by adding them. The ontological
enrichment process treats concepts, OWL axioms and
integrates SWRL rules.
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Abstract—Among the most relevant problems effecting the
quality of data is the presence of missing data. A panoply of
methods, addressing this problem, is proposed in the literature
handling different types of data. According to many studies, these
methods perform differently and it is preferable to combine them
in order to improve their results. Thus, choosing the appropriate
combination method to handle missing data is considered as one
of the most challenges confronting the researches. In this work,
we are interested in handling continuous data by using a novel
solution based on the Ordered Weighted Average (OWA) operator
to aggregate the results of three imputation methods such as
KNN, MissForest and EM algorithm. The choice of the OWA
operator is argued by the fact that this operator has shown good
results in different fields such as ontology matching and Breast
tumor classification. Experiments conducted in this work, using
real datasets, show that OWA achieves good results for imputing
missing data.

Index Terms—Missing Data, Combination, OWA operator,
Imputation Methods, KNN, MissForest, EM Algorithm.

I. INTRODUCTION

In real-world problems, data are generally characterized
by their imperfection. One of the most common forms of
imperfection is missing data. Different sources can be the
origin of the existence of missing data in databases citing for
instance the death of patients in medical domain, equipment
malfunctions in industrial field, refusal of respondents to
answer certain questions in surveys, loss of files, etc. This
problem has gained a growing interest in recent researches in
data mining trying to reduce the risk of incorrect estimates
and results.

In fact, for handling missing data, many techniques are
proposed in the literature [1], [4], [14]-[16], [18]. The simplest
solution is the deletion of any observation with missing values.
This method can be applied only with few number of missing
data. Another solution consists in imputation strategy that
replaces each missing case with a plausible value (single
imputation) or with a vector of plausible values (multiple
imputation [14]). For single imputation, the most popular
methods are (1) the mean imputation [9] which replaces
missing values of a variable with the mean of all known
values of that variable (2) the regression imputation [9] which
uses the parameters of the regression model on the available
values to estimate missing values and finally (3) the K-Nearest
Neighbors (KNN) imputation which replaces the missing
values with the value of K nearest neighbors in the data [4],
[15]. Another category includes iterative methods based on
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iterative algorithms such as MissForest [18] and Expectation
Maximization (EM) algorithm [6].

In machine learning domain, it is demonstrated that the
combination of algorithms can provide a better performance
than the use of each algorithm separately [17]. In this scope,
we have studied the effect of the combination in the imputation
process and we have proved experimentally that the weighted
mean combination of MissForest with other imputation meth-
ods give the best results [3]. In this paper, we studied another
combination method based on the Ordered Weighted Average
which proved its efficiency in different fields such as data
mining [19], neural networks [5], ontology matching [8] and
breast tumor classification [11]. We discuss the conditions un-
der which the OWA combination is most effective comparing
to the individual results and we compare its results with the
results obtained by weighted mean combination and single
MissForest.

We are particularly interested in the combination of three
methods which are KNN, MissForest, and EM algorithm con-
sidered among the most efficient methods for the imputation
problem [13].

This work is organized as follows: Section II describes
the imputation problem. Section III gives a short presentation
of the OWA operator. Section IV explains our proposed ap-
proach based on the OWA combination of imputation methods.
Section V presents a comparative study using different real
datasets. Finally, the concluding discussion and remarks are
provided in Section VI.

II. IMPUTATION PROBLEM

Assume that X = (X1, X, ..., X,) is a n X p dimensional
database with n rows representing the observations (i1, ..., i,,)
and p columns representing the variables (v1,vg,...,vp). In a
database, missing values are modeled by empty cases or by
other notations such as *?” or "N A’. If X omyp is a matrix of
complete data, we can artificially introduce missing data for
Xcomp and we obtain a matrix with missing values denoted by
X mis. Imputation methods for missing values replace missing
cases x5 with a plausible values to obtain an imputed matrix
denoted by X,,,. Figure 1 shows an example of X,,;s dataset
extracted from the iris database ! with eight missing values.

Ithe description of this dataset will be detailed in section V



X,

Class

0,2
0,4

setosa

0,1

setosa

0,2

2,8

4,5

setosa
setosa

setosa

versicolor|

6,7 2,56 5,8 1,8 [virginica
72 3,6 6,1 Virginica
Fig. 1: Example of observations with missing values
extracted from iris dataset
X, X, X, X, Class
46 | 34 14 | 02 NA
5 NA 1,5 0,4 setosa | Legend:
NA | 31 1,5 |[/01 7 sectosa -
5,4 3,7 1,5 02 | setosa Xobs
4,4 2,9 1,4 setosa x;;m:s
NA 3,1 1,5 setosa A
6,5 2,8 4,6 versicolor Yobs
NA 2,8 4,5 versicolor -
6,7 2,5 58 [7718 7] virginica
R R 21 | Virginica

Fig. 2: Different parts of the example extracted from iris
dataset for the variable Xy

For an arbitrary variable X (s = 1,...,p) from X with
missing values at entries 45, € {1,...,n} the dataset can be
divided into four parts:

1) The observed values of X, denoted y7, .;

2) The missing values of X, denoted ¥, ,. ;

3) The variables other than X, with observations 5, €
{1,...,n}\@},;,, denoted x5, ;

4) The variables other than X with observations i°

mis
S
denoted z; ,..

Figure 2 presents the four parts described above of the

same example from iris database for the variable X, (with
s=4).

III. COMBINATION OPERATOR OWA

The Ordered Weighted Average (OWA) is considered as
powerful aggregation operator used to combine multiple inputs
coming from different sources of information. This operator
is introduced by Yager in [20] and used in many application
fields such as data mining [19], fuzzy logic controllers [21],
neural networks [5], ontology matching [8] and Breast tumor
classification [11].

A. Definition

Formally, an OWA operator is mapping from R,, to R,
R =0, 1] defined by :

m
F(al,ag,...,am) :Zwlbz (1)
i=1
where
e (ay,as,...,amy) is a set of m arguments, a; € [0,1],1 <
1 < m.

e b; € (b1,ba,...,by,), the set of arguments obtained by
ordering (a1, as, ..., a,,) in a descending order.
o w; € (wy,wa, ..., w,,) the weights of the OWA operator,
w; € [0, 1}, 2111 w; = 1.
It is important to notice that the operators maximum,
minimum and mean are three special cases of OWA operator:
o F(ay,az,...;amm) = max(ay,as,...,an) if wy = 1 and
w; =0 for j # 1.
o Flay,ag,...,an) = min(ar,asg, ...
wj = 0 for j # m.
e Flay,ag,...;an) =
Lvje1,m].
The use of OWA operator is generally composed of the
following three steps [20]:

, ) if w,, = 1 and

mean(ay,as, ..., am) if w; =

1) Reordering the input arguments in descending order.

2) Determining the weights associated with the OWA opera-
tor by using a proper method as the linguistic quantifiers.

3) Using the OWA weights to aggregate these reordered
arguments.

B. Weight determination

The weight w;, ¢ € [1,m] is associated with a particular
ordered position ¢ of the arguments. To determine this weight,
we used the linguistic quantifiers developed by Yager [20],
since these quantifiers gives semantics to the different weights.
The weights are computed as follows:

where
o m is the number of arguments.

« Q is the nondecreasing proportional fuzzy linguistic quan-
tifier defined as the following:

0, ifr <a;
(r—a)/(b—a), ifa<r<b (3
1, ifr > b,

where a,b,r € [0,1] , a and b are the predefined
thresholds.

Qr) =

IV. PROPOSED APPROACH

We are interested in the combination of the three methods
KNN, missForest and EM algorithm because they use contin-
uous data. In the following, we present a brief description of
the principle of these methods. Then, we explain our approach
based the OWA combination of these imputation methods.



A. Used Methods

1) KNN Imputation.: Thanks to its simplicity, KNN impu-
tation is the most well-known method for continuous datasets
[4]. The goal of this method is to replace the missing values
with the value of k nearest neighbors in the dataset. For
each observation x; with missing values, k nearest values are
selected by calculating the distances between x; and the other
observations x;(#,j = 1,...,m,j # ). The most used distance
measure is the Euclidean distance, that is calculated by the
following equation:

EuclideanDistance(xj, x;) =

For continuous variables, imputed value is the weighted
average of the k neighbor values. In the case of discrete
variables, the missing value is replaced by the most frequent
value among the values of the K nearest neighbors. This
method preserves the distribution and the correlation between
variables.

2) MissForest.: Proposed by Stekhoven and Biihlmann
[18], MissForest (MF) is based on the algorithm of Random
Forest (RF) [2]. Initially, MF estimate missing values using
mean imputation or any other imputation method. Then, sort
all the variables X¢(s = 1,...,p) starting with the variables
having the lowest rate of missing values. For each variable X,
pick a RF with response 7, . and predictors z3,  and estimate
the missing values y; ;. by applying the trained RF to z; ..
(see section 2). The process continue until a stopping criterion
v is reached (see algorithm 1). Indeed, the stopping criterion
v is obtained when the difference between the newly imputed
data matrix X ;7% and the previous one X{’Tlfp increases for
the first time. For continuous variables [NV, this difference is
defined as:

S en (XIgw — X5 )?
2
Yien (Xiew)

The performance of the method was assessed using Nor-
malized Root Mean Squared Error (NRMSE) proposed by
[12]. For continuous variables this measure is defined by
the Equation 3 where j, o2 are the empirical mean and the
variance computed over the continuous missing values.

Ay = ®)

1% ((Xcomp - Ximp)2>
o2 (Xcomp)

3) EM Algorithm.: The EM algorithm is a probabilistic
approach to estimate missing values [6]. It is an iterative
method for maximizing the observed likelihood. The principle
of this method is illustrated in the algorithm 2. Indeed, this
method has two steps :

NRMSE = (6)

1) Expectation step: computing expected values for the
missing data given the current parameter estimates P.

Algorithm 1 MF Algorithm

Inputs: X an n X p matrix and stopping criterion v
Make initial estimation for missing values;
k < vector of sorted indices of columns in X;
while not v do
X{’,l,;ip < store previously imputed matrix
for sin k do
Pick a random forest using y5, . and x},.
Estimate y; .. using xJ ;.
Ximp ¢ update imputed matrix using estimated y;,;
end for
update v.
end while

return the imputed matrix Xﬁfg

2) Maximization step: estimating new parameter values by
maximizing the observed likelihood after substituting the
values estimated in step 1.

Algorithm 2 EM Algorithm

Random initialization for parameters P

while the algorithm not converge do
Estimation of X,,;s; according to X ;s and the values of
P
Maximizing the likelihood using the estimated X,
performed in the previous step.
Updating the values of P

end while

B. Combination approach

The combination of classifiers is a classical approach that
has proved its efficiency in several problems on machine
learning and pattern recognition researchers [17]. The main
idea of this approach is to combine the results of two or more
classifiers to obtain a single and relevant result.

The most commonly used combination methods are:
weighted mean, minimum, maximum and product for numeri-
cal data, and majority vote for categorical data [17]. In [3], we
experimentally proved that the weighted mean combination of
MissForest with another ensemble of methods such as EM or
EM and KNN gave the best results.

Considering the importance of the OWA in different fields
such as ontology matching [8] and Breast tumor classification
[11], we propose to combine the outputs of the imputation
methods using this operator.

The main steps of the combination approach using the
OWA method are presented in algorithm 3. We start by
normalizing the imputed datasets by the different methods in
a range between O and 1, since OWA is applied for values
in [0, 1]. Then, we store these normalized datasets in a same
dataframe containing vectors formed with m values obtained
from m results of imputed methods. For each vector from
the dataframe, we calculate the weights of each value using



the method cited in Section III-B. After this, we calculate
the ordered weighted average for each vector using Equation
(1) to obtain a new imputed dataset X ., With the OWA
combined values. Finally, we denormalize this dataset to be
able to compare it with the original dataset by computing the
error rate.

Algorithm 3 Combination Algorithm

Inputs: X, -
methods
Normalize X[, . k € [1,m]
for 7in 1 to n do
for jin1to p do
Ve Xk lis g, X2, [0, ), oo X2 [, 1)
Calculate W = (wy, ws, ..., w,,) using Equation (2)
Calculate OW A(V, W) using Equation (1)
Xeomplt, j] +— OWA(V, W)
end for
end for
Denormalize X omp
Return X .omp

m (n X p) imputed databases by different

V. EXPERIMENTAL RESULTS

The main objective of the experiments conducted in this
work is to evaluate the performance of the OWA operator.
We compare this method with KNN, MissForest, EM Algo-
rithm and weighed mean combination. The experiments were
performed using six continuous datasets extracted from UCI
(University of California Irvine) [10].

A. Database description

Iris dataset is a very popular dataset introduced by Fisher
[7] to illustrate linear discriminance analysis. Each row of the
dataset represents an iris flower, including its species (setosa,
versicolor, and virginica), the length and the width of its
botanical parts, sepal and petal, in centimeters.

Glass identification dataset is a classification dataset. The
study of classification of glass types was motivated by crimi-
nological investigation. This dataset contains the description of
214 fragments of glass representing examples of the chemical
analysis of 7 different types of glass.

Seeds dataset is introduced to illustrate measurements of
geometrical properties of kernels belonging to three different
varieties of wheat: Kama, Rosa and Canadian. For each
element in the dataset, seven geometric parameters of wheat
kernels were measured.

The Vertebral Column dataset is a Biomedical dataset hav-
ing six biomechanical features used to classify orthopaedic pa-
tients into three classes (normal, disk hernia or spondilolysthe-
sis) or two classes (normal or abnormal).

The Yeast database contains information about a set of
yeast cells. Its objective is to determine the localization site
of proteins in a yeast’s cell using various descriptors. Each
protein has to be classified into one of ten different cellular
components.

For Banknote dataset, the examples were extracted from
banknotes images. These images were taken of 1372 ban-
knotes. Wavelet transformation tools were used to extract
the descriptive features of the images (Variance, Skewness,
Kurtosis, and Entropy) to classify banknotes into two classes
(genuine and not genuine).

Table 1 summarizes the properties of the selected datasets.

These datasets have no missing values. This means that we
have access to a complete matrix X ,,p. The main reason
for this choice is that we want to have total control over the
missing data in the dataset. For instance, we would like that
the test sets do not have any missing data.

In our experiments, missing values were artificially gen-
erated with different rates and attributes. From each original
dataset, we derived five incomplete datasets, removing 10%,
20%, 30%, 40% and 50% of values completely at random.
For each rate, we perform 100 independent runs by randomly
generating missingness patterns (see Figure 3). We imputed
the missing datasets using the three imputation methods, then
we combine the obtained results by the weighted mean and
the OWA operator.

To assess the performance of each imputation approach,
we calculated the Normalized Root Mean Squared Error,
by comparing the original dataset with the imputed datasets
(Equation 6). The final NRMSE is averaged over 100 repe-
titions. Lower values of NRMSE indicate better estimates of
the variables. The runtime of the different imputation methods
is also compared.

B. Evaluation of imputation methods

The imputation errors of different methods are given in Fig-
ures 4, 5, 6, 7, 8 and 9. Overall, our analysis showed that bias
was lower when the rate of missing values was lower.Thus, the
performance decreased with increasing percentage of missing
values in all datasets. We can also see that MissForest performs
better than the other two methods in all datasets, sometimes
reducing the average NRMSE by up to 20%. For glass dataset
(Figure 5), EM algorithm has a slightly smaller NRMSE than
MissForest only when the rate of missing values is lower
than 15%. But for vertebral column dataset, yeast dataset and
banknote dataset, EM performed less well due to the increase
of number of instances.

C. Evaluation of OWA operator

In [3] we have proved that the weighted mean combination
of MissForest with another methods such as KNN, EM or
EM and KNN gave better results than using MissForest
individually for continuous data. In this paper, we propose to
combine the outputs of MissForest with the outputs of other
methods using the OWA operator.

Using the OWA operator for each dataset, we compute the
results obtained by the three possible combinations (i.e MF
and KNN, MF and EM, or MF, KNN and EM).

To show the performance of the OWA operator, we com-
pared the results obtained by this method to the results ob-



TABLE I: Properties of the selected datasets.

Databases Number of instances | Number of attributes | Number of classes
(all continuous)
Iris Plants 150 4 3
Glass Identification 214 9 7
Seeds 210 7 3
Vertebral Column 310 5 2
Yeast Database 1484 8 10
Banknote Authentification 1372 4 2
Original Datasets Missing Datasets Imputed Datasets
KNN 0% NA | (3000)
10% NA 20% NA 50% NA
x100 x100 X100 MF 0% NA | (3000)
wonma | 2o oA N
Introducing X100 X100 X100 Imputations 0% NA | (3000)
3000 x 3 =9000 imputed
10% NA 20% NA 50% NA atasate
Missing data x100 x100 x100
NA
(NA) 10% NA 20% NA 50% NA combinations Error NRMSE \
x100 x100 X100 calculation |
Performance f
10%NA | 20%NA 50% NA
x100 x100 x100 Combined Datasets
10% NA 20% NA 50% NA ME+KNN
x100 x100 x100 Mean
MF+EM
owa
6 datasets x 5 rates of missing values x 100 = 3000
MF+KNN+EM

missing datasets

Fig. 3: Main steps used in experimental study.
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Fig. 4: Results of imputation methods for iris dataset

tained by the weighted mean combination and by MissForest
individually (shown previously in [3]).

Figures 10, 11, 12, 13, 14 and 15 present the results of all
possible combinations of Missforest with KNN and EM using
the mean and the OWA operator comparing with the results
of MissForest for each database.

The results of each database are represented by a figure
containing three cases. First, the combination of the outputs of
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)
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Fig. 5: Results of imputation methods for glass dataset

MissForest and KNN. Second, the combination of the outputs
of MissForest and EM. Finally, the combination of the outputs
of MissForest with KNN and EM.

In these figures and in the majority of cases, the worst result
is obtained by using a single MissForest.

In Figure 10, we can see that for the three combinations
OWA performed well than the mean combination when the rate
of missing values is less than 40%. In the two first cases (Fig-
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Fig. 6: Results of imputation methods for seeds dataset
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Fig. 8: Results of imputation methods for yeast dataset

ures 10a and 10b), for 50% of missing values, the performance
of the OWA combination and the performance of the mean
combination are very close, but for the combination of the
three methods (Figure 10c) the weighted mean combination
provides better results.

For glass database, Figure 11 shows that the performance of
OWA is higher than the performance of the mean combination
especially for the ensemble composed by the combination of
the three methods (Figure 11c).

Also, Figure 12 shows good results of the OWA for the
different combinations in seeds database.

For the three other databases ( Figures 13, 14 and 15), in the
most cases the OWA performed well than the weighted mean
combination when the rates of missing values is approximately
less than 30%, otherwise the mean combination provides best
results.

After the experiments, we remark that to improve imputa-
tion results it is preferable to combine MissForest with another
imputation method than to use it individually. In this paper,
we compared two methods of combination for continuous
data: weighted mean and OWA, and we proved that OWA
combination is preferable when the rate of missing values is
less than 40% especially for small datasets, otherwise we can
use the mean combination.
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Fig. 7: Results of imputation methods for vertebral column
dataset
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Fig. 9: Results of imputation methods for banknote dataset

VI. CONCLUSION

In this work, the behavior of three imputation methods is
analyzed according to the rate of missing data into different
attributes of six real datasets. The MissForest method provides
very good results, even when the training sets have a large
amount of missing data. The combination of this method with
other methods improves significantly the results obtained by
a single MissForest. For low rates of missing values, the
combination based on OWA operator is preferable than the
weighted mean combination. For high rates of missing data
the mean combination can be used.

In the future, it is interesting to study the behavior of
the imputation methods for datasets with more instances
and with other attribute types as nominal and mixed types
(nominal+continuous) and with dependent variables.
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Abstract

Data mining and knowledge discovery are two important growing research fields in the last few
decades due to abundance of data collected from various sources. In fact, the exponentially
growing volumes of generated data urge the development of several mining techniques to feed the
needs for automatically derived knowledge. Clustering analysis (finding similar groups of data) is
a well-established and a widely used approach in data mining and knowledge discovery. In this
paper, we introduce a clustering technique that uses game theory models to tackle multi-objective
application problems. The main idea is to exploit specific type of simultaneous move games [1],
called congestion games with player-specific payoff functions [2] [3]. Congestion games offer
numerous advantages ranging from being succinctly represented to possessing a Nash equilibr